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ABSTRACT 


This document reports the scientific analysis and software support provided 

to the Laboratory for Astronomy and Solar Physics for the improvement of the 

International Ultraviolet Explorer Spectral Image Processing System (IUESIPS) 

in the performance of Task Assignment 670 (IUESIPS Enhancements), Contract. 

NAS 5-24350, during the period from August 1978 to February 1979. 

ii 



TABLE OF CONTENTS 

Section 1 - Introduction ..•..•....•.........•........... .1-1 


1. 1 Background . . . . • . . . . • • . . . • . . . . . • . . . . . . . . . .. .. 1-1 

1.2 Objectives. • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 1-1 

1. 3 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 1-1 


Section 2 - Wavelength Calibration Procedures . . . . . . . . . . . . . . .. 2-1 


2. 1 Calibration Data Base . . . . . . . . . . . . . . . . . • . • . • . . .. 2-1 

2.1.1 Low Dispersion . . . . . . . • . . . . . . . . . . . . . . . . . . . • .. 2-1 

2.1.2 High Dispersion. • • . . . . . . . . • • . . . . • . . . . . . . . . . .. 2-10 

2.2 	 Correction Procedure for Old SWP Low Dispersion 


Calibrations ..•....•....................... 2-10 

2.3 DSPCON: Automatic Registration of Spectral Orders. . . .. 2-14 

2.3.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-15 

2.3.2 EXECUTE Statement Format .........•.• 	 2-16 

2.3.3 ParaIlleters ............................... . 2-16 


Section 3 -	 High Dispersion Reduction Procedures 3-1 


3.1 Background Removal Algorithms. . . . . . . . . . . . . . . . . .. 3-1 

3.1.1 The Algorithms • . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 3-1 

3.1.2 Test Procedures .................... . ........ 3-2 

3.1.3 Test Results . . . . . . . . . . . . . . . . . . . . • . . . . . . . . . .. 3-3 

3.2 PDP-H/40 FORTH Analysis ............ . •....... 3-8 


Section 4 -	 Low Dispersion Reduction Procedures . . . . . . . . . . . . .. 4-1 


4.1 Background Removal Algorithms .................. 4-1 

4.2 Possible Modifications to EXTLOW . . . . . . . . . . . . . . . .. 4-1 


Section 5 -	 Geometric and Photometric Correction Procedures ..... 5-1 


5.1 Scope of Analysis. • . . . . . . . . . . . . . . . . . . . . . . . . . .. 5-1 

5.2 Fixed Pattern Noise •• . . . . . . . . . . . . . . . . . . . . . . . .. 5-1 ' 
5.2.1 Noise Model ................................ 5-2 

5.2.2 Analysis of Imagery . . • • . . . . . . . . . . . . . . . . . . . . . .. 5-4 

5.3 Reseau-Position Analysis ....................... 5-5 

5.3.1 Reseau- Mark Location Techniques ................. 5-5 

5.3.2 Experimental Measurements ..................... 5-8 


iii 


I =4 



TABLE OF CONTENTS (Cont'd) 

Section 5 (Cont'd) 

5.4 Alternatives to Current Geometric Correction Methods. . .. 5-14 

5.4.1 Optimal Resampling in GEOM . • . . . • . . . • . . . . . . . . . .. 5-15 

5.4.2 Elimination of Explicit GEOM ..•...............•• 5-16 

5.5 . Improved Treatment of Saturated Pixels. • • . . • . . . . . . .. 5-18 


Appendix A - Derivation of Wavelength Transformation 
Formula 

Appendix B - DSPCON Source Code Listing (IUESIPS) 

iv 



LIST OF ILLUSTRATIONS 


Figure 

3-1 

3-2 

3-3 

3-4 

3-5 
3-6 

5-1 

5-2 

The Input Analytic Function for Background Removal 
Analyses • • . . . . . . . . • . .' . • . . . • . • . . . • . . . . . . . • .. 3-4 

Residuals of Various Solutions From the Input Analytic 
Function . • • • . . . . • . . . . . . . • . • . . • . . . . . . . • . • . .• 3-5 

TEKTRONIX Contour Plot of High Dispersion IUE 
Image ..................................... 3-10 

TEKTRONIX Contour Plot of a Small Portion of an 
IDE High Dispersion Image..................... " 3-11 

TEKTRONIX Plot of a Point-to-Point Profile. . . • . . . . . . .. 3-12 
Expanded View of a TEKTRONIX Point-to-Point 

Plot •...•.•....•............•....•....•... 3-13 
Reseau Movement for LWR 1190 Relative to 

L WR 1834 . . . . . • . . . . . . . . . . • . . . . . . . . . • . . • . . •. 5-11 
Reseau Movement for SWP 1202 Relative to 

SWP 2025 .•.•..••....•..•.•..•.......•.. . .• 5-13 

LIST OF TABLES 

Table 

2-1 

2-2 

2-3 
2-4 

2-5 
2-6 

2-7 

3-1 

3-2 

Parameters of SWP Low Dispersion Wavelength Solutions 
With Original Line Library •••.•.....•.•.••.•.•.. 2-3 

WAVECAL2 Results Using Improved SWP Low Dispersion 
Line Library . • • • . • . . . . . . • . . . . . . . • . . . . • . . • • .. 2-5 

Final SWP Low Dispersion Line Library ..•••......... 2-6 
Comparison of Linear and Quadratic Fits for SWP 

Low Dispersion . . • . • . . • . • . . . . . . . . . . . . • . . . . . .. 2-8 
Final LWR Low Dispersion Line Library .•.•. • . • . . • • .. 2-9 
SWP High Dispersion Library Lines Found Less Than 

Half the Time by WAVECAL2 .•••.•..•...•.••..... 2-11 
LWR High Dispersion Library Lines Found Less Than 

Half the Time by WAVECAL2 .•..•..•.... . ....•..• 2-12 
Average Function Values in Background Removal 

Analysis • • . . • . . . • . . . . • . . . . . • . . . . • . . • . • . • . .. 3-6 
Standard Deviations for High SiN Case In Background 

Removal Analysis. . • . . • • . . . . . . . • . . • . • • . • . • . • •. 3-7 

v 



LIST OF TABLES 


Table (Cont'd) 

3-3 Standard Deviations for Low SiN Case in Background 
Removal Analysis ...•.• _. • . • . . • . . • . • • . • . . . . . . . . 3-9 

5-1 Parameters of Reseau Sets Used in Stability Analysis .•.•.. 5-9 

vi 



SECTION 1 - INTRODUCTION 


1.1 BACKGROUND 

The International Ultraviolet Explorer (IUE) spacecraft has been in operation 

for one year, as has the software system which translates raw IUE images 

into meaningful astronomical data, the International Ultraviolet Explorer 

Spectral Image Processing System (IUESIPS). A number of deficiencies have 

long been identified in the routine processing provided by TIJESIPS, and from 

the perspective of the first several months of operation of IUESIPS, an effort 

was mounted to improve the data reduction capabilities of IUESIPS so that it 

might more adequately cope with the known instrumental effects impressed 

upon IUE images. This effort was embodied in the six-month Task Assign

ment 670 (IUESIPS Enhancements) under which the Computer Sciences Corpora

tion (CSC) has provided both scientific analysis and software development 

relevant to the delineation and implementation of system improvements. 

1.2 OBJECTIVES 

The purpose of this document is to report the tas k activities which have been 

performed to effect the various system enhancements. It is hoped that the con

solidation here of the relevant results in each specific scientific area addressed 

(see Section 1. 3) will clarify not only the work performed but also the possible 

directions in which future analyses might profitably proceed. 

1.3 SCOPE 

This document describes the task activities within the four principal areas of 

concern: 

1. Wavelength calibration procedures 

2. High dispersion reduction procedures 

3. Low dispersion reduction procedures 

4. Geometric and photometric correction procedures 
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In some of these areas (most notably the last), task activities were maintained 

at low levels in accordance with various IUE Project three-agency agreements 

regarding assignments of primary responsibilities among the agencies. In such 

.cases, these circumstances are documented herein, and, whenever possible, 

suggestions for future development are presented. 
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SECTION 2 - WAVELENGTH CALIBRATION PROCEDURES 

2.1 CALIBRATION DATA BASE 

IUE wavelength calibrations are performed using platinum emission-line spec

tral images which allow a correspondence between wavelength, spectral order, 

and pixel location to be defined for all spectral formats. All such platinum-

line wavelength calibration (WLC) images are processed by the applications 

program WAVECAL2, which fits simple dispersion relations to the observed 

spectral format by regression analysis. Operationally, the dispersion relations 

are fully described by the set of fitted parameters (coeffici.ents in the dispersion 

relations) called dispersion constants. 

An important ancillary input to the calibration procedure is the so-called Ifline 

library, If or calibration data base, relevant to the particular mode (dispersion 

and camera) under consideration. Each line library is comprised of a list of 

platinum emission lines (each line is designated by an arbitrary identification 

number generally called simply the "line number lf
) and corresponding labora

tory wavelengths and echelle order numbers. The wavelength identifications 

in the line libraries form the basis for the entire calibration and thus are pivotal 

quantities. In the following sections, the analyses of these identifications in the 

various line libraries are discussed. 

2.1. 1 Low Dispersion 

2.1.1.1 Short Wavelength Prime (SWP) Line Library 

In low dispersion a linear relationship between pixel location and wavelength 

is the standard dispersion relation in current use. In this case, the task of 

wavelength calibration reduces to the fitting of four constants: a zero point 

and a scale factor for both the image line and sample directions (see Equa

tions 2-4 and 2-5). In the specific case of the SWP calibration, the calculated 

dispersion constants were observed to vary in a more or less random fashion, 
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with the scale factors exhibiting excursions of up to ± 2 percent. The nature 

of these variations, coupled with the relative constancy of the actual locations 

of the five or six platinum lines measured on each calibration image to provide 

. a starting point for the regression analysis, was indicative of a problem in the 

data base rather than a genuine variation to the scale of the spectral format. 

Accordingly, a number of different calibration solutions were analyzed to 

identify the deficiencies in the line library. As a fiducial, the solution for 

SWP 2025 was used, it having been previously identified as a reasonably ac

curate solution on an empirical bas is by comparing known wavelengths in 

spectra of planetary nebulae with the wavelengths assigned by this solution. 

The scale-factor constants for this solution are as follows: 

Sample direction scale factor: -.46732999 


Line direction scale factor: .37548275 


The wavelength calibration (WLC) images used in the line library analysis are 

listed in Table 2-1 along with the ratios of the computed scale factors to the 

scale factors for SWP 2025, and the standard deviations (a) of the solutions 

in both the line and sample directions, in pixel units. Since some of the ori 

ginal WAVECAL2 solutions for the images in Table 2-1 were allowed to include 

terms quadratic in wavelength, a linear least squares routine was written and 

implemented on the IBM S/360 computers to recalculate strictly linear solu

tions for all eight images to facilitate intercomparison; Tabie 2-1 uses these 

results. 

Examination of the WAVECAL2 runs for these images showed that in some 

cases the same pixel positions were calculated for several pairs of adjacent 

platinum lines. The lines in these pairs were less than 12 angstroms apart. 

These lines were subsequently removed from the line library, as described 

below. 
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Table 2-1. Parameters of SWP Low Dispersion Wavelength Solutions 
With Original Line Library 

IMAGE SAMPLE SCALE 
NUM.!n~g fl!~!Q!LB. r.. T.lQ 

15 ,,)5 0.9972 

'121 ~ 1.0073 

1~02 'I .J086 

1234 1.0226 

145~ 0.9Q97 

1834 0.9945 

2'138 1.0184 

2190 1.0154 

~L~~g!::£) 

0.75 

3.'11 

3. 10 

3. C) 2 

3. '33 

2.74 

1. 77 

1.95 

LINE SCALE 
FA~!QJLE1HfQ .Q"J~!~E) 

J.9981~ 1).65 

1.0078 2.?6 

1.01 30 2.80 

1.:)221 2.44 

1.0007 2.48 

0.99 30 2. 1 C) 

1.0176 1.53 

1.0166 1.73 
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The WAVECAL2 solutions for the set of WLC images were further examined 

to attempt to correlate the inclusion of certain platinum lines with the occur

rence of poor solutions. In this way, a list of "suspicious" entries in the data 

base was compiled, and several test executions of WAVECAL2 were made to 

determine the degree of improvement resulting from the exclusion of such 

lines. Finally CalComp plots of an extracted platinum spectrum and photowrite 

hardcopy images were examined to determine what, if anything, was improper 

about the suspect entries in the line library. The results were the following: 

• 	 All lines below line 8 were too faint 

• . 	 Line 15 was contaminated by a reseau 

• 	 Lines 19 and 20 were a blend 

• 	 Lines 24, 25, and 26 were a blend 

• 	 Lines 28 and 29 were a blend 

• 	 All lines above line 33 were cut off of the SWP image 

• 	 Lines 22 and 29 were misidentified, with the correct wavelengths 

unknown 

• 	 Lines 31 and 32 were misidentified, but the correct wavelengths 

were known 

As result of this analysis, lines 15, 19, 20, 22, 24, 25, 26, 28 and 29 were 

removed from the line library. All lines below line 8 and above line 33 were 

also removed, and lines 31 and 32 were properly identified. This modified 

line library gave consistently excellent results, as can be seen in Table 2-2. 

Later, .it was found that line 32 was used less than half of the time by 

WAVECAL2, so it too was removed from the line library. Table 2-3 shows 

the final SWP low dispersion line library now in standard use. 
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Table 2-2. WAVECAL2 Results Using Improved SWP Low Dispersion Line Llbrary 

r:-r'''";:: 
~!:.::;: 

llU:lll~1i ot' 
?i.,HHUr.

1: H1L1i;1':;Y _cWL~.ru: ) 
SA :1l'LE 

JlUJP.E ) ~~~" ra~~Q1 
LI!lE 

~H1L!l.nQi 
SA:1 PL ~ seA L! 
!E!QJUi!!lQ 

LINE SCAL! SAI!PLE 
!!£J:QILRUlQ HE2-f!ll!I 

LIII!: 
g3.!LtQ:l!.! 

l\:I 
I 

C11 

1 'i 3 ~ 

12 ~ 2 
" 
'11 

u.tjq 

u.:O 

o. 'i 2 

O. j I 

-.46/iO]211U 

-.~66)2053 

• 17<;62nr.7 

.37563?"6 

u. ')972 

0.9978 

1.000) 

1.0004 

.~n031l{'H.J 

.97H6<;1l6E) 

-. :l(,~2:lJ'J2!!J 

- • .,!f; JClO3IlS!J 

'202 ,.. 0.36 0.118 -.46622410 • 375911 113 I 0.9976 1 .0012 • 979119527E) -.26"0691l0!3 

12 3~ '4 0.49 0.60 -.468:!)]32 .37605955 1.0019 1.0015 .9835184ef) -.21)]47SllaE3 

~ 4 SS 12 O.)~ 3.112 -.116640995 .175')0197 0.9980 1 • 0001 .980042511:3 -.26329656£) 

I? 311 14 U.IIA 0.5S -.u668'1633 .3743509'1 0.9991 O. ~983 .9El~O,?05!!3 -.261 fl191l5!) 

21'~ 12 O.~2 0.31 -.II655 IUiJ9 .37536507 0.996Ci O. 9997 .ge05152S!:3 -.2SQ838711Z3 



Table 2-3. Final SWP Low Dispersion Line Library 

11!~ _lH!l1liE R 

<"3 
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1J 


11 


12 


1 '3 


14 


16 


17 


1 B 

~1 

23 


27 


3J 


31 


31 


~A..,{!11~liQ T t! _ (!) 


1380.494 


1403.896 


1429.230 


1482.82'l 


1509.283 


'j 524.725 


1554.900 


1604.J~O 


1f:21.65~ 


1635.210 


1723.12 ·<) 


1753.822 


1812. 0 40 


1883.05: 


1913.230 


1971.5?O 
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Test executions of WAVECAL2 were made in order to determine the advisa

bility of allowing terms quadratic in wavelength to enter the dispersion relations 

in the low dispersion mode, using the new data base. Whereas it had been 

previously determined that properly executed linear solutions well represent 

the true dispersion in this mode (note the small standard deviations in 

Table 2-2), it was found that the quadratic results were erratic in their agree

ment with the linear results. On this basis it was determined that quadratic 

solutions were potentially detrimental and therefore not to be used. Table 2-4 

illustrates the inconsistent results obtained in the quadratic solutions by com

paring the predicted line and sample pixel locations corresponding to the wave-
o 0 0 

lengths 1000 A, 1500 A, and 2000 A for the linear and the quadratic cases for 

the eight WLC images under study. The unreliable results yielded by the 

quadratic tests are attributed to the inherent instability of extrapolating a 

quadratic solution well beyond the range of the input data base, particularly 

at short wavelengths. 

2.1.1. 2 Long Wavelength Prime (LWR) Line Library 

There were no lmown ~ priori problems with this line library, but it was ex

amined to see if any improvements could be made • . Analysis of WAVECAL2 

runs using this library showed that lines 13, 14, 15, 24, 26, and 30 were never 

found by the program and that line 38 was almost never found. A CalComp 

plot of an extracted WLC spectrum and a photowrite hardcopy image were ex

amined, and the following conclusions were drawn: 

• Line 14 was misidentified 

• Lines 13, 15, and 24 were too faint 

• Lines 26 and 30 were blended with other lines 

• Lines 38 and 39 were a blend 

Consequently, these lines were removed from the LWR low dispersion line 


library leaving the revised data base listed in Table 2-5. 
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Table 2-4. Comparison of Linear and Quadratic Fits for SWP Low Dispersion 

, SAIH'''::: ,:J~~:~ I-----smLEN;~!l;;q----r-----lINrNu~BeR-;;a LI~~ ~;J~~::? -J
! I ~ ~ tl2 A] Qr; A D ~,~ , '!:C I LI 1/ E: A, Q'J ,\O!lATIC 

----~~~---L\= i\ll'v ;:;=2~~2_ ;\::-_~)QOO=i-A=~~~~~-~::;J~=A=_20~~t~: 1000_ ~= ~~2() _)..= 2000_ A= 1000 A~ 1 ~OO '). ~~ 

I:\:) \ ~o~o ! <1 ~ .(;1 2i~ .~O ~~.<)q I 5<;:.3P ~7q.Oq ,< 0" /112.U1 <OC.?~ 4 0,P.04 I R1.2U 330.'11 4U<l.'11 I 
I I I 1 1 I I 

ex:> I ':1~ I 01-'.3) "tlt).1~ ~-.O] I 512.81 2eO.17 u7.'2(, I 112.2 3 ,00.04 u t;7 .1l f> I 111.Z8 ) OQ • 0 ~ u '17. :"J I 
i 120' I °1~.~7 :?to.'5 "7.05 I 513.27 7i\S.~1\ u7.J5 I 111.87 299.QJ 487.81 I 108.13 2'1,).Q1 u87.15 I 
I I I I I 
I 17~:: I ~15 • .3~ 2b1.27. ~7.12 1 5Cl.23 c8L54 UO.5fl I 112.58 300.61 488.6~ I 103.)S ~OO.53 u92."5 ! 
I '~5' I 513.~:; 2,,0.u3 u-.22 I 51~, .:J3 ;:79.41 52.53 / 112.20 2°9.95 487.70 1124.7(, 2 ~~ • 3 q 417.73 I 
I I I I 1 I
I ,0,<" I ~14.61 281.,5 U7.71 516.,,9 28 i.1,) 0'1.:>5 I 113.03 3CO.45 487.88 I 109.62 3JO.5~ u87. ~, I 
. I II I
2'~" ~1S.27 2ti~.~5 ~q. 63 I 5~o.22 Z'32.u: U8.9fl 1'5.52 3CL20 4')('. ~9 I 120.67 3,).1.00 !I?~."3 i 

I I I I 
2 '9,) I S13.~& ,, ~ i.1i 4S.6~ I 490.97 2111.09 30.0J I 113.37 30 1.25 U89.1U I 133.75 ~O'}.50 5~U.21 
I: I I I_____-----1.__________'-___..1....- --'-- I 
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Table 2-5. Final LWR Low Dispersion Line Library 

1Ilif;_NuJ1E3!3. 


10 


11 


12 


'16 


17 


21 


23 


2"" 

28 


29 


31 


32 


33 


34 


JS 


36 


17 


40 


41 


lifl, V~1f;1~!lL (~J 
1913.230 

1937.840 

2037. '119 

2144.920 

7.175.360 

2290.7 1 0 

2440.797 

2489.157 

253':J.968 

2628.8"5 

27J3.867 

2734.770 

277~.4qO 

2793.965 

2830.128 

'28"76.430 

28::16.469 

2930.6,);> 

3000.790 

3065.608 
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2.1.2 High Dispersion 

There were no known problems with the high dispersion line libraries, but an 

investigation of them was initiated to see if any improvements could be made. 

Analysis of 21 WAVECAL2 runs showed that for the SWP library, 65 lines were 

found less than half of the time, and 29 lines were never found. For the LWR 

library, 57 lines were found less than half of the time, and 15 lines were never 

found in a total of 24 WAVECA L2 runs. It has not yet been determined why 

WAVECAL2 has difficulty finding these lines, which are listed in Tables 2-6 

and 	2-7. 

Further analysis of the high dispersion wavelength calibration procedures on 

another front has recently begun. A set of 26 high dispersion WLC images 

obtained by D. A. Klinglesmith of GSFC over a several week period in 

August 1978 is being studied to seek possible additions to the high dispersion 

line 	libraries and to ascertain the extent to which the wavelength calibration 

of target images may be improved by more frequent measurement of WLC 

images. In this analysis the 26 WLC images are being reduced as normal tar

get images using the standard wavelength calibration appropriate to the time 

period of their acquisition. This investigation will be continued as part of a 

follow-on task. 

2.2 	CORRECTION PROCEDURE FOR OLD SWP LOW DISPERSION CALIBRA
TIONS 

Prior to day number 221 of 1978 the line library used for the SWP low disper

sion 	wavelength calibration was in error, and therefore the wavelengths as

signed to extracted data during this period are also in error. In order to 

correct these wavelengths without reprocessing spectra already extracted a 

correction formula has been derived, which can be used to obtain corrected 

wavelengths as a function of (1) the old (incorrect) dispersion constants, (2) the 

new 	(correct) dispersion constants, and (3) the old (incorrect) wavelength. The 

new dispersion constants to be used here are those calculated using the new 
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Table 2-6. SWP High Dispersion Library Lines Found 
Less Than Half the Time by WAVECAL2 

LI~L~U!llH~g 

6 


14 


'j 6 


18 


22 


24 


34 


j7 


4j 


56 


59 


b4 


88':J 

10() 

102* 


-,10* 


'U11 

'128* 

130'j ~ 

-138* 

*Line was never found. 

hlli~_l!UMQl!E 

148-1< 


1531 


1549 


1559 


156 * 
16SQ 

167* 


173 


180 


18"7. 


192:lt 


206 


?14 


2 ~9 


235* 


241* 


242 


243* 


248 


249 


250* 


hlli~2m:1.!2:E;E 

252'* 

254 


257* 

259 


259 


261 


266* 


267* 


271 * 
275 


276* 


291* 


282>1: 

283'" 


2 85'" 


2 87* 


288* 


2 89'~ 

293* 

2 9~ 
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Table 2-7. 

L I NE_1H!J1!!~~ 

6b c 
b61 

bb L 

tlt 4 

8t 5 

btb>i< 

b7 li* 

34 

36 L 

37 

3b2 

44 

*Line was never 

LWR High Dispersion Library Lines Found 
Less Than Half the Time by WAVECAL2 

1 INg_li (J Mlt~B 

52 155 

521 1 552 

551 1553* 

') 61 * 164 

1 gil 

64 183 

187 

6 7:' OJ 89'" 

67u 1 gS 1 

fiR 2,')4 

5212 

73 2122 

7 73~ 21 u 

81* 65 (l 

112 952* 

114 ..;: BS :

1 36 iC 856'" 

149 857* 

153 8') 9 

found. 
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(corrected) line library (see Section 2.1.1.1) and the same platinum calibra

tion image that was used to determine the old dispersion constants. The old 

dispersion constants needed by the formula are those printed on the CalComp 

header label. 

The correction formula has the following form: 

(2-1) 


where A and AO are the new and the old wavelengths respectively and d and 

m are constants defined in terms of the old and new dispersion constants 

b lb + a a'
2 2 2 2 

m= (2-2)
b2 2

2 + a2 

(2-3) 


where primed values are the old dispersion constants and un-primed values are 

the new constants. The als are the dispersion constants defining the location 

of the extracted pixel in the sample direction and the bls are the analogous con

s tants for the line direction, such that, 

(2-4) 


line number =b +b·>.. (2-5)
1 2 

The new and the old set of dispers ion constants each define a locus of points 

(the dispersion line) in the (sample number, line number) plane, which should 
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follow the low dispersion spectral order. A point on either of these loci has 

an associated wavelength: A for the new dispersion constants, AO for the 

old constants. The wavelength correction formula was derived such that it 

8Ssigns to a given Ao ' associated with a point (so' 1 ) on the old dispersion
0

line, the wavelength A , associated w~th a point (s, 1) on the new dispersion 

line, where the point (s, 1) is that point on the new dispersion line closest to 

(s 0 ,1 ), See Appendix A for a derivation of the formula.
0

The accuracy of the formula is being tested by using it to correct the wave

lengths of emission lines obtained from spectra extracted using several dif

ferent sets of the "old" dispersion constants. The corrected wavelengths, 

un-corrected wavelengths and the true wavelengths can then be compared. 

The results of these tests will be published in the IDE Newsletter, along with 

a complete table of "good" dispersion constants. 

2.3 DSPCON: AUTOMATIC REGISTRATION OF SPECTRAL ORDERS 

In addition to the calibration refinements discussed above, a program has been 

introduced to effect automatic registration of the spectral or.ders. This pro

gram replaces the operator intervention which is otherwise required to shift 

the zero-point terms of the dispers ion constant data sets so that the coordinates 

of the spectral orders as computed from the dispersion constants will coincide 

with the actual locations • If this shift is not applied, either by the operator or 

by the DSPCON program, the data extraction routines may obtain data that is 

displaced by several pixels from the centers of the spectral orders. 

The use of this program has several advantages over operator intervention. 

Running DSPCON requires only about fifteen seconds compared to the total 

of several minutes requi.red for the operator to run the dispersion-relation 

overlay program OSCRIBE, to make a determination of the shift, and to type 

in the offsets in the manual mode. Thus, DSPCON speeds up production. Also, 

the program makes the offset calculation independent of any personal equation 
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of an operator: whereas DSPCON uses a template to compute the offset and 

applies it in a direction perpendicular to the dispersion, an operator has to 

judge the offset by eye and usually applies the correction all in the Y direc

tion or all in the X direction. Lastly, DSPCON puts the computed offsets for 

both zero-point terms into the output dispersion constant data sets in such a 

way that they may be added to the labels of the extracted spectra. 

A listing of the IUESIPS source code of DSPCON is given in Appendix B. 

2.3.1 Method 

Program parameters and the initial input dispersion constant data set are 

entered. Twelve line and sample coordinates where the spectrum is expected 

to cross are calculated using the input dispersion constants and the default or 

specially mput wavelengths. A sample area of pixels centered on each co

ordinate is read from the geometrically corrected image. Processing of each 

area depends on whether the image is trailed or untrailed, but in both cases 

a "shift" corresponding to the needed change in the dispersion constants is 

computed. 

In the untrailed case a square array of pixels is read in and rotated through 

45 degrees to roughly align it with the spectral orders. Then row sums are 

created, and a template (corresponding to the expected intensity distribution 

perpendicular to wavelength) is translated sequentially over the array of row 

sums to find the best correlation. This best fit is transformed to give the 

shift. 

In the trailed case, the sample areas are 3 rows by 40 samples each. Row 

sums here are generated by adding the elements of the 3 rows whose samples 

are aligned with the orders. Then a template is applied as in the untrailed case. 
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In the case that a low signal-to-noise ratio or a saturated sample area is de

tected, the computed shift is flagged. 

Once all twelve sample areas have been evaluated their inferred shifts are each 

corrected by a s mall amount corresponding to the difference between the integer 

pixel numbers sampled and the real number computed (see paragraph two of 

this section). The corrected shifts are averaged and an rms deviation is com

puted. The averaged shift is than transformed to the line and sample coordi

nates needed to refine the dispersion constants. If more than eight samples 

are flagged due to low signal-to-noise ratio or saturation, or if the rms devia

tion is greater than 1, the program calls for an abnormal termination to alert 

the Image Processing Specialist that the shift must be derived by eye. If the 

processing proceeds normally, the zero-point dispersion constant terms are 

corrected and written to the first record of the output dispersion constant data 

set, and this data set is flagged. 

2.3.2 	EXECUTE Statement Format 

EXEC, DSPCON,(INI, IN2), OUTI" P; 

where 

• INI is the spectral image 

• IN2 is the uncorrected dispers ion const~"'1t data set 

• OUTI is the corrected dispersion constant data set 

2.3.3 	Parameters 

• 	 Fixed location: 

CAMERA, DISP, AP, TRAIL, RECNO, SPCWAV 

where 

CAMERA 	= SWP for short wavelength prime 

LWR for long wavelength redundant 
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DISP = LOW for low dispersion 


HIGH for high dispersion 


AP = SML for small aperture (not used currently) 


LRG for large aperture (not used currently) 


TRAIL = NOTR for an untrailed spectrum 


TR for a trailed spectrum 


RECNO = 	 Integer value of record number of input dispersion 

constant data set to be read; the default, zero, causes 

the last record to be used 

SPCWAV = 	 FALSE to use default wavelengths 

TRUE to indicate that special wavelengths follow 

• 	 Keyword (must follow fixed location parameters): 

WAVES, Xl, X2, ••• , X12 

ORDERS, Yl, Y2, ••• , Y12 

Xl etc. are the special wavelengths used to sample data from the 

images. 

Yl, etc., are the orders corresponding to the wavelengths referred 

to above; blanks are entered if the spectral image is low resolution. · 
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SECTION 3 - HIGH DISPERSION REDUCTION PROCEDURES 


3.1 BACKGROUND REMOVAL ALGORITHMS 

3.1.1 The Algorithms 

3.1.1.1 Current Production Method--8ubtraction of Inter-order Spectrum 

The current production algorithm for high dispersion data reduction corrects 

the on-order spectral data for background by subtracting the average of the 

inter-order data on both sides of it. This method has two shortcomings. 

Firstly, the inter-order data consists of background and a contamination from 

on-order data. Secondly, the on-order data is contaminated by orders other 

than itself. The first effect is the more serious, and it results in background 

values that are too high. The effect of this on the reduced fluxes is that they 

are too low. This especially true at short wavelengths where the orders are 

crowded and contamination is at its worst. 

3. 1. 1. 2 Heap's Method 

The problems with the current production method can be ameliorated if the 

effects of contamination can be corrected. S. R. Heap of GSFC has created 

an algorithm and a VICAR program (Reference 1) whereby the known spread 

of a spectral order can be used to correct on-order and inter-order data for 

the effects of contamination so that the subtraction results in a flux that is, 

in principle, more accurate than that resulting from the method described 

above. The detai Is of .this algorithm are described in a working paper by 

Heap. To put it briefly, two order-profile parameters are defined: F, a 

measure of the strength of the spectrum at the location of the inter-order ex

traction, and G, a measure of the strength in the adjacent order where that 

data is extracted. These values are applied to the inter-order, and on-order 

data, respectively, to remove contamination, and the subtraction is then 

performed. 
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3.1.1. 3 Constant Background Method 

A third algorithm takes advantage of the relatively flat background that is ob

served. If we take a value of background from a portion of the image that is 

relatively uncontaminated by spectral data, and subtract that from the order 

data we can at least be sure that the subtraction does not include heavy con

tamination from nearby orders. The problem with this method is that the back

ground is not perfectly constant, and if we are subtracting a large background 

from a small signal even a few per cent variation can translate into large 

errors in the resulting flux. Furthermore, it does not treat the problem of 

on-order contamination from adjacent orders. 

3.1. 2 Test Procedures 

To evaluate the merits of each of the three algorithms described above a 

FORTRAN program, BKGTST, was devised which creates a small test image, 

extracts the data, corrects it using the three algorithms being tested, and 

evaluates the results of each one. 

First, an analytic expression made up of cosine terms is evaluated at 500 points 

to produce a simulated intensity function. This function was designed to re

semble a stellar spectrum with a variable continuum, strong and weak ab

sorption lines, and a few emission lines~ The dispersion is such that a weak 

line covers only a few pixels and a strong line cove~s about twenty pixels. 

Next, a two dimensional gaussian spread is applied such that the full width at 

half maximum is 2.4 pixels, roughly the size measured on an IUE spectrum, 

and the resulting point spread function is distributed in five simulated orders 

on a 100 x 100 simulated image. An inverse-square point spread function is 

added to represent halation. The integrated intensity in halation is chosen to 

equal 0.2 times the intensity of the gaussian, as was found in Snijder's study 

(Referenee 2). Finally, a slowly changing background is added, whose peak-to

peak variation is 10 percent. 
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Data extraction is accomplished by passing a simulated slit over appropriate 

portions of the on-order and inter-order data. After the raw data has been 

extracted, the three algorithms (subtraction of inter-order, Heap's method, 

and the constant background method) are applied, as described above, to pro

duce three sets of reduced data. 

These reduced data sets are compared to the input analytic intensity function 

to evaluate the results of the three methods. For each method the program 

computes the average of the function, the rms deviation from the input function, 

and it plots the residual to the input function (in the sense reduced minus input) 

on a graph adjacent to a graph showing the analytic function; see Figures 3-1 

and 3-2. 

3.1.3 Test Results 

Our results indicate that substantial improvements can be made by using either 

the constant background method or Heap's method as opposed to using the cur

rent production method of subtracting the inter-order background directly 

without applying corrections. We have found that the current production method 

results in a reduced flux that is consistently too low, due to the subtraction of 

contamination along with the inter-order data, as described in sections above. 

This is shown by the averages as in Table 3-1. 

The constant background method works very well for spectra with a high signal

to-noise (sIN) ratio. This result is to be expected since five percent errors in 

a small background are small when measured in terms of the signal which is 

much larger. In the case of high SiN ratio the constant background method 

appears to work better than the other two. Standard deviations are listed in 

Table 3-2. 

When there is a low SiN ratio, howeve-r, Heap's method appears to be the best 

suited. Her algorithm takes into account the variation of the background by 

actually measuring it, whereas the constant background method does not. In 
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Table 3-1. 	 Average Function Values in Background 
Removal AnalySis 
(background R:> 2 x signal, halation in
cluded, all orders similar) 

Function Average 

Analytic (Input) 39.3 

Current Production 37.9 

Constant Background 3S.9 

Heap's Method 40.4 
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Table 3-2. 	 standard Deviations for High SiN case in Background 
Removal Analysis (background ~ 0.2 x signal, hala
tion included, orders 2 and 4 constant, analytic 
function average = 39.4) 

Function Standard Deviation 

Current Production 

Constant Background 

Heap's Method 

2.1 

1.1 

1.7 
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the case of a large background, even an error of a few percent in the background 

can lead to substantial errors in the inferred net signal. Further, Heap's 

method takes into account the overlap of on-order data from adjacent orders, 

which becomes appreciable at the short wavelength end of the spectrum. 

Table 3-3 shows standard deviations for the high background case. 

We conclude that Heap's method and the constant background method could 

substantially improve the data analysis, especially if the former is used for 

low SiN spectra and the latter for high SiN. 

3.2 PDP-1l/40 FORTH ANALYSIS 

In order to use a program such as the one due to Heap (see Section 3.1) the 

spread of a spectral order perpendicular to the dispersion (i . e., the order 

profile) must be lmown as a function of position in the image. The GSFC 

Code 685 PDP-1l/40 computer and the Johnson Space Center (JSC) FORTH 

system were used to analyze several images provided by D. A. Klinglesmith 

in an effort to determine empirically the variation of the order profile. Under 

the JSC FORTH system, programs were written and debugged to (1) do point

to-point extractions in an IDE image (Similar to the "Intensity Plot" routine 

on the EDS), (2) plot the extracted profiles on the TEKTRONIX terminal using 

the DECWRITER for control, and (3) store extracted profiles on disk. FORTH 

programs (words) to contour plot IUE images and to do gaussian curve fitting 

using least squares were modified and used in this analysis. 

It was determined that the one-pixel-high extraction done by the point-to-point 

profile word produced data which were too noise contaminated to use in the 

order profile analysis. Therefore, efforts to modify this word so that it could 

use an extraction slit of any desired height are currently in progress. 

Some sample outputs from the system are shown in Figures 3-3, 3-4, 3-5, 

and 3-6. Figure 3-3 illustrates the trajectories of five point-to-point extrac

tions across the orders of a high dispersion image, shown here as a contour 
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Table 3-3. 	 Standard Deviations for Low SiN Case in Background 
Removal Analysis. 
(background ~ 2 x signal, halation included, order 2 
and 4 constant, analytic function average = 39.4) 

Function Standard Deviation 

Current Production 

Constant Background 

Heap's Method 

2.2 

3.6 

1.5 
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plot. Figure 3-4 is an expanded view of the TEKTRONIX contour plot, showing 

seven spectral orders. The straight line running along one of the orders is the 

path of a point-to-point data extraction. A plot of the extracted data is shown 

superimposed, running from left to right. Figure 3-5 shows the extracted data 

for the point-to-point plot labeled "2"in Figure 3-3, and Figure 3-6 shows an 

expanded view of a portion of this point-to-point extraction. From these data, 

the full width at half maximum (FWHM) of the most intense order is seen to be 

approximately 3 pixels in the direction perpendicular to the echelle dispersion. 
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SECTION 4 - LOW DISPERSION REDUCTION PROCEDURES 

4.1 BACKGROUND REMOVAL ALGORITHMS 

The current low dispersion reduction procedures are relatively more satis

factory than the high dispersion reduction procedures. Whereas the effects of 

scattered light, halation, radiation background and the like are present in low 

dispersion images just as in high dispersion images, their effects are much 

less deleterious because of the presence of only one order (or at most one 

spectrum for each entrance aperture). For this reason, the definition of pro

ceduresand algorithms to deal with these effects in low dispersion was deferred 

in favor of emphasizing procedures for the high dispersion reduction. 

The techniques described in Section 3.1 which were used to evaluate the various 

high dispersion background-correction algorithms (which include scattered 

light and halation effects) may be generalized to the case of low dispersion. It 

may be anticipated that the best results would be obtained by modeling the tests 

after 	actual low dispersion order profiles which would in general be different 

from 	high dispersion profiles because the echelle grating is not used in low 

dispersion. 

4.2 POSSIBLE MODIFICATIONS TO EXTLOW 

A class of possible improvements to the low disper6i011 extraction routilie 

EXTLOW has been defined by numerous people over the past year. This area 

of activity is one which was identified at the outset of the task as having low 

priority, being primarily the responsibility of other personnel. Consequently, 

no implementation of these modifications was undertaken, and we here outline 

them only for completeness. 

• 	 Modification of the slit function used to extract the gross spectrum 

so that the effective slit is preCisely perpendicular to the dispersion. 
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Currently, the slit axis is at 45 degrees to the scan line direction, 

which is within about 6 degrees of being perpendicular to the dis

persion direction. A redefinition of the slit axis will improve the 

resolution of the extracted spectrum of significantly extended ob

jects. A further improvement might result from reducing the slit 

width 	as well. 

• 	 Extraction of spectra from both apertures simultaneously (i. e., in 

a single execution of EXTLOW). 

• 	 As an alternative to the above, a modification of EXTLOW so as 

to calculate the slit-integrated gross and background fluxes directly 

from the single-pixel spatially-resolved spectra (by co-addition of 

the appropriate spectra) rather than from separate integrated ex

tractions. This would both save time and assure exact correspond

ence between sums of the spatially-resolved spectra and the slit 

integrated spectra. 

• 	 Fitting of the extracted background spectrum with a polynomial to 

suppress high-frequency noise which is undesireable. Such noise 

may be due to discrete radiation events, reseaux, uncorrected 

fixed pattern noise (see Section 5), etc. The eurrent method does 

a running-average smoothing of the extracted background which 

attenuates the high frequencies at the expense of introducing low

frequency biases. 

4-2 

"'$ 4 



SECTION 5 - GEOMETRIC AND PHOTOMETRIC 

CORRECTION PROCEDURES 


~.1 SCOPE OF ANALYSIS 

The analysis of the geometric and photometric correction procedures used by 

IUESIPS was identified by the three-agency IUE Coordination Meeting in Sep

tember 1978 as a responsibility of the United Kingdom (SRC) IUE Project group. 

As a result, little direct analysis in this area was performed at GSFC under 

Task 670. In support of the UK efforts, a magnetic tape containing the found, 

smoothed, and extrapolated reseau positions for 28 TFLOOD calibration images 

used during the Guest Observer phase of IUE operations was created and sent 

to the UK group. Some limited analysis of these data was done at GSFC (Sec

tion 5.3). but the bulk of the task activities comprised a compilation of theoret

ical considerations in the area of fixed-pattern-noise analysis and reseau

stability analysis. These considerations form the basis for possible future im

provements in the IUESIPS geometric and photometric correction methods, and 

they are addressed in Sections 5.2 through 5.5 which follow. 

5.2 FIXED PATTERN NOISE 

The term "fixed pattern noise" (FPN) is used herein to describe gray-level 

irregularities or inhomogeneities which are correlated from image to image, 

i. e., signal errors which to some degree repeat in all images. FPN is an ob

served phenomenon in raw IUE imagery at all scales from slowly-varying tube 

response to single-pixel structure. In fact the current geometric and photo

metric correction procedures compensate the former type of FPN (large-scale 

structures) very well, but the small-scale structure is rather inadequately 

compensated, presumably due largely to small inaccuracies in the registration 

of the photometric intensity transfer function (ITF) with the image being cor

rected (these inaccuracies ariSing from imperfections in the geometric correc

tion). A quantitative assessment of the effects of FPN and the feasibility of 
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removing it requires a noise model and the analysis of actual imagery. The 

analysis outlined below has been suggested by R. A. White of esc (Reference 3) · 

as a means of providing such an assessment. 

5.2.1 Noise Model 

Three sources of error in the observed gray level of a given pixel are consid

ered: 

1. 	 Additive FPN (independent of illumination level) 

2. 	 Multiplicative FPN (proportional to illumination level; e.g., photo

cathode irregularities) 

3. 	 Additive random noise (zero mean with standard deviation a function 

of illumination level) 

That ·iS, 

DN.. 	(1.. ) = DN (I .. ) + a .. + b .. I.. + n.. (I..) (5-1)
IJ IJ IJ IJ IJ IJ IJ IJ 

where DN.. (I.. ) is the observed gray level at pixel i of line j, DN (1..) is 
~ ~ 	 ~ 

the noise·-free or "true" value of the gray level, I.. is the illumination level at 
IJ 

the pixel, a .. and b .. are coefficients independent of I.. , and n .. (I .. ) is 
IJ IJ IJ IJ IJ 

the (additive) random noise. Equation 5-1 is writt6ii. assuming that gray level 

is a linear function of illumination over an illumination range equal to the max

imum error expected. For the following we will further assume that we are 

dealing with uniformly illuminated images, so that 1... I is spatially constant. 
IJ 

The coefficients a.. and b.. may be expressed as the sum of a constant (or
IJ IJ 


slowly varying) component and a spatially-varying component: 


a .. =a + c .. 	 (5-2)
IJ IJ 
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where 

aE <-a> (5-4)
ij R 

(5-5) 

and where <a .. > signifies the mean value of a.. computed within a region
D R D 

R about the point (i,j). This definition implies that c.. and d.. have zero 
. IJ IJ 

mean within R, and since n.. (I) is assumed to have zero mean,
IJ 

(5-6) 

or 

<DN..
IJ 

(I»R = DN (I) +a +b I (5-7) 

Thus from equations 5-1, 5-2, 5-3, and 5-7, 

"'  "' 
DN.. (I) =<DN.. (I»R + c .. + d . .I + n .. 

IJ IJ IJ IJ IJ 
(I) (5-8) 

or 

DN
i 
· (I) =<DN.. (I) >R +E.. (I)
J D D 

(5-9) 
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where 

E.. (I) == c.. + d.. I + n.. (I) (5-10)
1) 1] 1) 1) 

so that E . . (I) is the position-dependent FPN error term. 
1] 

5.2. 2 Analysis of Imagery 

If a series of at least three uniformly illuminated images be considered, it is 

possible to estimate c . . , d.. , and n.. for each pOint by a least-squares fit. 
1) 1) 1) 

If it is assumed initially that n.. (I) = 0 , then the apparent random noise 
1] 

n
ij 

(I) for each level I may later be calculated from the best-fit c
ij 

and d
ij 

values as 

n.. (I) = E .. (I) - c .. - d .. I (5-11)
1) 1] l) 1) 

Properties of the FPN such as spatial coherence or variability with time can 

be analyzed by examining these arrays. (For example, auto-correlations of 

the c .. and d
i
. arrays will determine the spatial coherence of the FPN, and 

1) ] 

cross-correlation of the E .. (I) arrays for different values of I will determine 
1] 

the short·-time temporal stability of the noise pattern). In general, a three-

phase analysis could be envisioned wherein a set of images recorded at one time 

would be analyzed in phase one to determine the noise parameters at that time, 

the spatial characteristics of the noise parameters would be analyzed in phase 

two, and these results would be compared to those for images acquired at other 

times to analyze time variability of the FPN in phase three. 

The characterization of the FPN as described above can be used to address the 

question of how to minimize the effects of FPN. For example, the random 

noise component is the lower limit for residual noise to be expected in spectral 

images; in general, to this must be added the average effects of short-term 

5-4 



fluctuations in the FPN. Together, these data speak to the feasibility of cor

recting for the presence of FPN. Furthermore, the properties of the auto

correlation function of the FPN indicate the extent to which a smoothing or mis

-registration of the FPN would reduce the effectiveness of the removal process. 

Together with measurements of the "irreducible" misregistration of the FPN 

in the ITF with the FPN in spectral images due to geometric-correction error 

(Section ri. 3), the measured noise parameters can be used to determine whether, 

for example, ITF files should be smoothed and whether the present geometric

correction pixel-resampling algorithm is appropriate (e. g .• alternative inter

polators are available). 

5.3 RESEAU-POSITION ANALYSIS 

5.3.1 Beseau-Mark Location Techniques 

R. A. White (CSC) has suggested ways in which reseau-measurement techniques 

might be analyzed and perhaps improved in order to define the geometric dis

tortion of IUE images more accurately (Reference 3). The existing cross

correlation technique used by the IUESIPS program FNDRES is well-suited only 

for flat-Held (i. e., uniformly-illuminated) images, since it is known not to per

form well in the presence of image intensity gradients such as those found in 

typical spectral images. Three possibly better alternative techniques for lo

cating reseaux are suggested along with means of evaluating the performance 

of each: (1) normalized cross-correlation technique, (2) masked-summation 

technique, and (3) binary edge-registration technique. 

5.3.1. 1 Normalized Cross-correlation Technique. 

This technique removes biases in the reseau locations caused by uniform gra

dients in image gray level by defining the variance V between the image and a 
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reseau-shaped template (at a given template alignment relative to the image) 


in a normalized fashion: 


- - 2
V = L [(DN - DN )/ at - (DN. - DN. )/a. ] (5-12)

tR tIl 1 

where the following definitions hold: R is the region of the image overlaid by 

the template, DN is the gray-level value for a pixel in the template; DN. 
t 1 

. is the gray-level value of the corresponding image pixel (for the given template 

alignment), and the mean values are 

DN E < DN > (5-13)
t t R 

(5-14) 

and the standard deviations are defined by: 

2 - 2
(] == < (DN - DN ) > (5-15)

t t t R 

(5-16) 


The best template alignment, which defines a discrete-pixel reseau location, 

is that for which V is a minimum. This method is superior to unnormalized 

cross-correlations, but is not completely effective in elimi.nating biases due to 

strongly non-uniform intensity gradients near spectral lines. 

5.3.1.2 Masked-Summation Technique 

This approach makes use of the fact that reseau profiles are basically binary 

in character (reseaux are dark, backgrounds are light) so that locating a reseau 
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mark is equivalent to locating a reseau-shaped area of the image having a mini

mum average gray level value. Operationally. a reseau-·shaped mask is defined 

within which the gray-level values are summed for various alignments of the 

mask relative to the image; the best alignment is that for which the masked 

gray-level sum is minimum. A mask slightly smaller than the reseau marks 

will provide the sharpest discrimination in practical applications where the ob

served reseaux have somewhat diffuse edges. Gray-level-value gradients may 

be compensated for by fitting polynomials to the gray level values in the imme

diate vicinity of the reseaux. 

5.3.1. 3 Binary Edge-Registration Technique 

This approach utilizes edge correlations between templates and images rather 

than correlations of gray-level values. In this case. gray-level-value gradients 

in the images become considerably less troublesome. In a typical algorithm. 

one first surveys the image to calculate an "edginess" parameter for each pixel 

by a digital filter. A second pass through the image generates a corresponding 

binary image with gray level = 1 for pixels whose "edginess" parameter exceeds 

a chosen threshold value (most conveniently computed from the histogram of 

edginess parameters calculated by the initial survey). and gray level = 0 for all 

other pixels. The detection algorithm consists of finding the maximum coinci

dence of "edge pixels" with a pre-defined reseau mark edge template. 

A disadvantage of this technique for IUE images is that reseau marks are 

small. so that each reseau has only a limited number of edge pixels; also. the 

degree of coincidence between template and image is rather sensitive to slightly 

.undersized or oversized edge templates. 

In all three techniques. the final fractional-pixel reseau locations are deter

mined by two-dimensional interpolation. 

Ideally. these various reseau-Iocation techniques would be tested against a sub

stantial number of actual images in order to evaluate their relative 
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effectiveness. To do this, it would be useful to calculate the statistics of the 

correlations for each method, addressing, for example, the peak correlation 

value, the mean correlation value over the search area used, the standard de

viation, the ratio of peak-minus-mean value over the search area used, the 

standard deviation, and the distribution function of correlation values. These 

statistics can be used, along with the observed susceptability of each method 

to image-gradient biases, to choose a preferred reseau-Iocating algorithm. 

5.3.2 Experimental Measurements 

An analysis of the behavior of reseau positions as a function of time or more 

fundamental variables such as camera temperature is essential to an under

standing of the optimal frequency of obtaining calibration images and the limit

ing accuracy of the inferred geometric distortions. As a first step in such an 

analysis program, the group of twenty-eight extrapolated reseau sets pertinent 

to the initial months of the IUE Guest Observer phase collected for delivery to 

the U. K. ruE project was examined. These reseau sets were all measured on 

the standard TFLOOD & WLC calibration images (tungsten flood lamp plus plat

inum wavelength calibration lamp exposures) by the standard cross-correlation 

algorithm (applications program FNDRES). These images include both low and 

high dispersion platinum exposures spanning the time period GMT days 79 

through 263 of 1978. Table 5-1 lists the short wavelength prime (SWP) camera 

or long wavelength redundant (LWR) camera image numbers from which the 

reseaux were derived, the GMT day number, and the dispersion of the super

imposed platinum spectrum, if any (H ::: high, L::: low). 

To examine changes in the reseau sets (for a given camera), the VICAR pro

gram RESOVDU (which displays in plotted form the displacements of all reseaux 

of a test set relative to the reseaux of a chosen fiducial set) was executed for 

each set with LWR 1834 and SWP 2025 (each from day 197) as fiducials. Ex

amples of the extremes of the displacements observed are shown in Figures 5-1 
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Table 5-1. 	 Parameters of Reseau Sets Used 
in Stability Analysis (1 of 2) 

Camera Image No. GMT Day WLC Dispersion 

LWR 	 1190 79 H 


1199 81 L 


1222 83 L 


1421 120 H 


1485 133 L 


1548 143 H 


1590 152 L 


1643 160 L 


1713 173 L 


1754 181 L 


1834 197 L 


1972 216 L 


1989 217 H 


2027 221 L 


2146 234 H 


2411 263 L 


SWP 	 1202 79 L 


1206 79 H 


1212 80 L 


1455 121 L 


1529 132 
 L 
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Table 5-1. 	 Parameters of Reseau Sets Used 
in Stability Analysis (2 of 2) 

Camera Image No. GMT Day WLC Dispersion 

SWP 	 1538 133 H 


1679 151 L 


1753 160 L 


1887 181 L 


2025 197 L 


2211 217 H 


2701 263 L 
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and 5-2 for LWR and SWP, respectively. The circles represent the locations 

of the 169 reseaux of the fiducial set on the pixel scale given around the border 

of the figure; the lines represent reseau displacements relative to the reseaux 

'Of the test set, but on a scale 80 times greater than the scale for the fiducial 

locations (so that a displacement of one pixel corresponds to a vector approxi

mately one half of an inch long). 

Figures 5-1 and 5-2 indicate that there are obvious changes between reseau 

sets for a given camera (i. e., reseaux do "move"). However, these figures 

are representative of the worst differences seen in the sample of reseau sets 

used; average displacements from the fiducial positions are almost always at 

the subpixellevel. Figures 5-1 and 5-2 show displacements which are appar

ently understandable in terms of camera temperature or voltage changes, al 

though so far no correlation with recorded values for such parameters has been 

attempted. In the LWR camera, the full set of plots indicates no secular or 

uniquely time-dependent trends in reseau motion, but for the SWP camera there 

is a marginal indication that the reseau sets measured tend to fall into two 

groups: those prior to day 151 which yield plots resembling Figure 5-2 and 

those later than day 151 which are extremely similar to the day 197 fiducial 

reseaux. The significance of this has yet to be assessed. 

The reseau sets that have been examined thus far are not sufficiently numerous 

or spaced closely enough in time to allow a uete.eluinaLioll of the driving influ

ences or limiting accuracies. More data are required, particularly to examine 

short-time-scale variability and to search for any significant correlations be

tween measurable physical variables and reseau displacements. Such data can 

be used to quantify and hopefully minimize the irreducible geometric-correction 

error associated with measuring reseau locations on a finite (and thus far, in 

practice, a rather sparse) set of calibration images. 

One may reasonably contemplate extending the experimental analysis several 


steps further to attempt assessments of intensity-dependent "beam pulling" 
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effects which modify the geometric distortion, along lines pointed out by 

R. A. White (Reference 3). For example, the measurement of reseaux on a 

set of ITF-component flat-field images can be used to deduce the nature of the 

d.ependence of observed reseau locations on average intensity level, and the 

comparison of those positions with POSitions measured in spectral images (i. e. , 

images with intensity gradients near reseaux) can be used to quantify the de

pendence of observed reseau locations on local intensity s tructure . It would 

probably be useful to fi t the actual spatial intensity dis t ributions of the images 

with quadratic surfaces over a number of different scales and plot the differen

tial reseau displacements against the line and sample direction gradient and 

cur vatur e terms in order to attempt to correlate reseau locations with param

eterizable image structure. To the extent that it may be possible to r ea sonably 

parameterize beam pulling effects in this way, it would be possible to improve 

the accuracy of the geometric distortion correct ion. 

5.4 ALTERNATIVES TO CURRE NT GEOMETRIC CORRECTION METHODS 

It is an observed fact that the bilinear-interpolation pixel-resampling algorithm 

used in the s tandard program GEOM cause s a loss of resolution of fine-scale 

structures visible in raw images. F urthermore , the fact that the resampling 

operation i s performed in nonlinear DN space (DN is propor tional to integrated 

charge, not incident light intensity) leads to a loss of photometric integrity, 

particularly in r egions of sharp gray-level- value f!, J.d.GIE;iJ.L8. Various aspects 

of these problems could conceivably be mitigated by modifylng the current geo

metric correction procedures, as discussed in the following sections. It 

appears possible to address successfully the problem of loss of spectral resolu

tion in several ways, although the loss of resolution of fine--scale fixed pattern 

noise (FPN) is intrinsically more difficult to eliminate. 
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5.4.1 Optimal Resampling in GEOM 

The geometric correction program GEOM performs a pixel-resampling opera

tion in the raw image in order to define the corrected image. Presently, this 

resampling is done by means of a bilinear interpolation which is described in 

detail elsewhere (Reference 4). This type of resampling is known to induce a 

"smearing" because features which are sharply defined in the raw image are in 

general redistributed over more pixels in the corrected image. (It is this re

distribution of pixel values which induces the photometric error (mentioned 

above) since the input gray levels are not linearly related to intensity). This 

redistribution of pixel values may be altered by changing the interpolating algo

rithm - for example, replacing the bilinear interpolation with a nearest

neighbor interpolation. 

Another interpolation algorithm which treats the resampling in an "optimal" 

. way is that discussed by Lorre (Reference 5). In this case, one makes use of 

the fact that insofar as the spectral format is concerned, the Sampling Theorem 

is satisfied: i. e., the spectral resolution in the raw image is of the order of 2 

or 3 pixels, so that the signal (spectrum) is sufficiently bandlimited that the 

sampling frequency exceeds the Nyquist rate, with the result that the original 

(continuous) signal may be reconstructed at any point by properly interpolating 

between the observed (sampled) signal. The proper optimal interpolator ac

cording to Lorre is described by: 

x+~ y+~ 

sin [1T(x-i) ] sin [1T(y-:ll.l
1(x, y) = L L 1(i, j) (5-17)

1T(x-i) 1T(y-j)
i=x-~ j=y-~ 

where 1(x, y) is the interpolated intensity at fractional pixel location (x, y) , 

1(i, j) is the sampled intensity at the rounded integer pixel location (i, j) , 

and ~ is the half-width of the interpolation filter. (Equation 5-17 is the 
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spatial-domain equivalent to a Fourier-domain square filter which truncates 

all but the central lobe of the Fourier transform of the sampled image, thus 

leaving the Fourier transform of the continuous image). 

Lorre states that ground-based SIT vidicon spectra may be geometrically cor

rected without a degradation in resolution by utilizing Equation 5-17. In the 

case of IUE spectral images, it seems clear that similar preservation of 

spectral resolution can be achieved by this interpolator, although the finest 

structure of the FPN will still not be preserved, it being effectively "under

sampled" in IUE images (FPN is a camera-induced phenomenon essentially un

affected by the optical resolution of the scientific instrument, and it is lmown to 

contain fine-scale structure). 

Within the framework of the geometric-correction step now part of the standard 

IUESIPS processing, the interpolation scheme in Equation 5-17 would be an im

provement to the current bilinear technique and would presumably be time

effective as long as the sinc function weights could be stored for lookup (e. g. , 

in a grid of O. 05-pixel spacing over the filter half-width ~). One should note 

that the FPN "resolution" will not in general be much improved, however, and 

that the photometric error associated with interpolation in a non-linear space 

is not eliminated. 

5.4.2 Elimination of Explicit GEOM 

An alternative approach which has the advantage of addressing the loss of photo

metric accuracy mentioned above as well as the loss of spect ral resolution is 

to eliminate the geometric correction of target images. Under this method, 

one constructs ITF files from raw images which are registered with respect to 

the target images in piecewise fashion with reference to local reseau measure

ments. Some registration will always be necessary because it has been estab

lished that reseau poSitions do "move", if only at the subpixel level (Sec

tion 5.3.2). 

5-16 



Note that the raw image is imagined to be held fixed in this approach (i. e., it 

is not resampled) so that full spectral and FPN resolution in the target image 

is maintained and photometric accuracy is preserved because there is no re

sampling in non-linear space. However, it appears to be extremely difficult, 

if not impossible, to maintain the finest-scale FPN structure through the crea

tion and registration of the ITF, since some resampling or interpolation within 

the ITF is necessitated by the inevitable reseau motion. Displacements of 

reseaux among the images comprising the "raw image" ITF may necessitate a 

"differential GEOM" of some of the component images to refer them to the 

reseau positions of some fiducial exposure (e. g. the 60 percent UVITF expo

sure). Even if this is not required, an ITF interpolation or effective resam

pling will generally be necessary to achieve registration with the raw target 

image being processed. The fact that either type of resampling is needed will 

lead to loss of "resolution" of the FPN structure, regardless of the fact the 

differential displacements may be only fractions of a pixel. The seriousness 

of this effect depends upon the spatial characteristics of the FPN (e. g., as 

manifested by the auto-correlation function of the FPN - see Section 5.2). 

The apparent trade offs between the various methods now in use or discussed 

here 	may thus be summarized: 

1. 	 The current GEOM procedure induces loss of spectral resolution 

in the target image and lGSS Gf FPN fill\:: stl'U(;lUl.'e 1ft Lite LilI'geL 

image and the ITF. It also leads to photometric error. 

2. 	 The optimal-interpolator GEOM eliminates loss of spectral resolu

tion but still suffers FPN smearing in both the target image and the 

ITF. Photometric error is still present. 

3. 	 The elimination of GEOM also eliminates the loss of spectral and 

FPN resolution in the target image, and preserves photometric 

accuracy. FPN fine structure is inevitably smeared in the ITF and/ 

or in its registration with the target image. 
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5.5 IMPROVED TREATMENT OF SATURATED PIXELS 

The current photometric correction program FICOR5 treats saturated input 

pixels in a rudimentary way: all input pixels with DN above a parameter

specified level SATLIM (standard value = 254) are defined to be "saturated" 

and given an output value of 32,512 + DN (i. e., 32,767) in the photometrically

corrected image. Such pixels are then flagged by the spectral extraction pro

grams when they contribute to extracted flux pOints. This approach is less 

than ideal for two reasons: 1) a constant SATLIM of 254 makes it impossible 

to flag out-of-range input pixels (i. e., those with DN greater than maximum 

corresponding DN in the ITF) in regions of the tube where the sensitivity is 

low, and 2) the artificially-large output flux value is confusing to Guest Ob

servers and no doubt does unnecessary injustice to the photometry in cases 

where, e. g., only one or two contributing pixels (out of perhaps 9 or more) for 

an extracted flux measurement are "saturated". 

An alternative approach is suggested here, requiring small modifications in 

both FICOR5 and the extraction routines. On the premise that all out-of-range 

(and thus, literally, uncalibrated) pixels should be flagged, change the DN test 

in FICOR5 to look for input DN equal to or exceeding the corresponding maxi

mum DN in the ITF. If the test is met, assign an output pixel value equal to 

the maximum ITF intenSity level (no artificial offsets). Assign a new param

eter to the extraction routines equal lo the maximrun ITF intensity level, and 

if any pixel contribUting to an extracted flux equals this value, flag the flux point 

as out-of-range by the epsilon field as is currently done for "saturated" pixels. 

This technique is more encompassing than the one in current use, as it identi

fies all uncalibrated pixels, and it leads to a behavior of out-of-range fluxes in 

the extracted spectrum which is intuitively reasonable; i. e., "saturated" flux 

distributions would be flat topped. 
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APPENDIX A - DERIVATION OF WAVELENGTH 

TRANSFORMA TION FORMULA 


~roblem: Derive an equation which will allow the transformation of wave 

lengths, A ' determined using one set of dispersion constants (say, the
O 

"1st set") to the wavelengths, A, which we would have found if we had used 

some other set (say, the "2nd set"). 

Given: ai ' ak ' bi ,b2 -= 1st set of dispersion constants 

a ' 	 a ' b1 ,b - 2nd set of constants
1 	 2 2 

AO 	 - The wavelength determined using the "1st set" 

A 	 - The wavelength determined using the "2nd set" 

10 =bi + b2AO == line number (1st set) 	 (A-I) 

s = 	a' + a' A - sample number (1st set) (A-2)o 	 1 2 0 

1 =b + b 2 A iii line number (2nd set) 	 (A-3)
1 

s = a + a A g sample number (2nd set) 	 (A-4)
1 	 2 

We want to ass ign to an already extracted data point located at (s 0 ' 1 ) on the
0

line defined by equations (A-I) and (A-2) a new wavelength, A, which will in 

turn define a point (s, 1) through equations (A-3) and A(4). Moreover we want 

to choose >.. such that (s, 1) is as close to (So' 1 ) as possible; see Figure A-I 
0

This figure depicts a small area of the s-l plane (the image plane) and shows 

two dispersion lines. The symbols used are defined as follows: 

ds == 	 The minimum distance from a point on one dispersion line to the other 

dispersion line 

A-I 
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Figure A-I. Geometric Relationship of Two Dispersion Lines 
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S 0: The s ample number 


1 a The line number , 


A II The wavelength 


The subscript zero refers to the 1st set of quantities. Therefore, we want to 

minimize the quantity 

. ds =Is -s )2 + (1 - 1 )2 (A-5)o 0 

From the above equations for 1 and s in terms of the a's and b's we have: 

,a)s - ' 1
l=b +b --

1 2 a~ 2 

(A-6) 


and thus 

(A-7) 

We take the first derivative of ds with respect to s and set this equal to 

zero: 

= 0 (A-8) 
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Solving equation (A-8) for s we obtain 

(A-9) 

and using this s in Equation (A-4) we have 

s - a 
1A= (A-10) 

which gives us the new value of A in terms of the 1st set of dispersion constants 

and So and 1 •
0 

Now since So and 10 are related to the 2nd set of dispersion constants and 

AO through equations (A..,.l) and (A-2) we have 

which can be simplified to 

(A-H) 
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A = d + rnA (A-12)o 

where 

a (a' - a ) + b (b' - b )
d= 2 1 1 2 1 1 

(A-13)2 2 
a + b

2 2 

and 

a' + bb')a2 2 2 2 
m = 2 2 (A-14) 

( a + b
2 2 

This equation (A-12) can be used to transfer between any two sets of dispersion 

constants. It should be noted however that if the two dispersion lines diverge 

by more than a few pixels the resulting extracted spectrum may be substantially 

in error. When the equation is being used to correct for errors caused by the 

bad line library the results obtained are quite accurate since the two dispersion 

lines never differ in direction by more than 0.003 Radian. 
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--- C 
C jj, Q * fl,no, OOO(lOH5 

~.,2qI\1\7qu~qbn"~50 I'IJ, • 30~3q7113"S,8 1 2bD 1)0, 01'100(1]110 
C ~.,2bhI\30I\QQ?~nqnRO nJ, .?2~q8205JOOQ02JD 01'1, OOOflO\Q':l 
C & ,qRqq7~~U!AJlqq~Q n', •• 1I7JnQJJRJbb7JobD 00, 00001'1350 
C ~ •• 27IRZSQI\5uqq'~50 oJ, .J~oq'bbJ~1I8!hll0 01'1, 00000355 
c Ij. U * a.Dol . 000003bO 

Il~AL.ll l)rCON(tl?) ,OCS'H., (3) 
EQUIVALENCf (~AP(II),CA~FIlA),(P41l(1]),nISP),(PAR(151,AP) 

, ,(PAP(lq),11lE"eDrl,(PAW(201,SU6~AV),(8UF('1,DccnN(I') 
., ,(~V~FC,I~VSEr),(PAR(I,l,T~l,(Buf(ql"nCSH~T(I» 

C pJPUT CAr><ERA, I)ISPFIlSIO~I, APFPTIHH, ANO DrSPERSION FH-COIlD r-UMBER, 
CALL PAPAM(INO,PAIl,u9) 

C ~RITE(IOR,q9ql(PAR(r),r.II,371,1~1) 
-vvq ~ (l R M rn-' p i Pill' tiA RAM tT P- 1'1 S-, ~ lJ ( I X , i' AQ ) , ) )( ,y .? ,I X , 2 AII , 

~ 1,IX,2AU.h('~.T~1.IX,~A4,~(IX,Fb.ll,1X,110) 
C C"fC~ INPIIT ooonOtlbQ 

ICAM • () 000001170 
rosp :r () 001'(1)0480 
TAO' D 0 OOOfl04qO 
ITRAIuiO 
nO 100 r • 1,11 	 00000500 

100 	 IF(CAMFIlA.F~.CAMCOM(Ill TCAM = 00000510 
DI) 20(1 J = 1,2 000005?0 
tF(Ot~p,Fn.O~PcnM(J') !OgP. J 00000530 
T~(AP,EQ~APCnM(Jll lAp = J 00000550 

- - - -zu-o 	 IF ( til. EQ. TRAT [( J 1 ) - - ---rnn.rr:-;r 
wPITE(IOR,90.?lCAMCOM(TCAM),OgPCOM(lnSP1,A PCO M(IAP),TRAlL(ITRAtL), 

8. 1IlEcr)C,911~ '~AV 
902 ~OWMAT(III,' CAMFAAI',li,A4,1,' DISPI',]X,AlI,I,' API',~X,AlI, 00000510 

-g, I,' TIIATLI',?)(,ACI,I,' nRECI',lX,lll,/,' SIlB~IAVI·.tX,AlIl 
C PPlICf~ S~ SIJRSTtT1IH wAVELENGTHS ANI) OIlDEIlS 

----IF\S~:uf.HALSf''Gcrrrnrnr -- 
l DETEIlMINf IF WAVFLENGT~~ nR nRnERS COMf FIRST 


'~VSE'C.FAIH7.21.T(J.AnpD'~ 

wRITf(10~,IOqlwV5tC,I~v~tC 


I o~ FUh'MAT r' "'USEe', 1. U,! X," I~VSfC'.IlI) 


C I-II~~ U~ ln~ OT5PfRSTnN 

---- -_.. 	 r"\1' I) S P • F rJ ;-2TG (' Tn l 2" 

nil lIn 1=1,1;l 
wA VR1:( P ( T~.q- 17;>-'1" lirPAR rn +I.! I>JV8fC*11J) 

liD IURDH(J.rTCAM."/2.!21=PARr]1.I.TwV~EC_I!j) • 0.1 

w~ITF(IO~"rql(~AVI-IT(I+r!tAM.1)/2*1?1,rDI,121, 


g, (IURn~ (T. (tCAM." 1'-*1 ;?), l=t, I 21 

llq F ilFI~ , b T(/1,' ~tI"~T I' U I E - WAVF LErI1(,THS A1'ITl--n1?~-#,;ti 12 (2X ,1"-c--;t1IT; - 


g, '2(?x,I~" 

r,0 TO :!Ion 


I 2 0 CUN TP' II~_ 


['J 0 130 Ta 1 , rt' 

111'1 WAVLn_(r.(lCAM.'1/2*12).PAR(~]+I·lwVSfC*11I) 


III RI Tf { 1 (I R , , ~ q ) uJ A V [('''' ( T + fIt JnI'-i) n *121 , II: I , 

1]9 FUI<"-1AT(lI,' 8UB~TlTIIH '~AVfLENGT",B·,'.?(i'X,fb.ll) 


~no COfCTHlllE 

!F(I(AM.FQ.n~OR.rDSP.f~.O.oR.JAH.EW.O.OA.ITRAIL.EQ.Q) GO TO 9qqq 


C IlEAD T~ nTSP~qqION rnNS"AMT~ 
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CALL QP~~(rpEC,'.O,I,",n) 
CALL PEAn(T l\J n",o,O.O,'Il(\.r ~ 'JF,O) 

CALL ~Cf)J.lJIIJ(T~IIF(q) , ~J ll 


CAL L rLn~EIIN~,1.0) 

CALL n pF.~( t ~ n,J,O.O, n ,nl 

C REA D LAST ~Ec n pn UP ~PECIFTr RFCOP D 

I~lC I\J O = [PEr + ~ L 


IF(I~fcnr:.Nf '.O) IRFPJ( j :z: tRfC + IIHC[)C' 

CAL L P~ AI) r T' ;n , ~ , T R E ( ~, () , n • () , l e(\ , B U F , 0 ) 

CALL ~Ln~r7T~ D",O) 


IF rTP~cnC. I\J E.Ol ~RITE(ln~,IOI)IRECI)C,DCCU N 

IF (TPECnC.E~.n, W R!TE(10~,IOI)I\JL,DCrnl\J 


101 FO~MATrll,' nC QECOPO',l~ 
g, II,' I NPII T I)CS'",II(I,Il(IX,D?2.I,)lJJ 

C CAl.C llLATF )(,'1 c o nRnTIIJATF.S TO Rf SAMPLEI) OOOOO,>qO
IF(Il)sP;E I'.l . ll- (;n To I.jCj~ 000001.00 

C LU I'o [1ISPFR!!10'IJ OOOOOb10 
L>O uoo I: l,l? 000(10122 
~I A vEL ~I rr, " I, A V L n", rr I cA ~' - I , 12 * I 2 + II 
)((1) E nCCI) ~ (? ? l • oCCn~(?,)* ~ A V ELN(I) 

uoo '1(1) " Dc cnN( Il • OCCO IIJ ( ?)* ~ AVfL N (I'
GO Tn bOn 01)000125

C Ht~H olSPERSTO N 00000121 
£1'51) no 50n I = l , l? 00000127 

wA vE • ~ A V H I( (IrA ~ -I'/~.t?+Il 0000(1128 
""AVEL ~i(!l • I<AV~ 
TURDER • Tnpl)p((TC~M-11/2.'?+I) 00000l2q

t J ::r -U Ct7) f\l m,-+ -l)CCI'IJJ T2"31 *I lJ sm[R. ~! d V[ 
~ • Drcn l\J (211l.(TnRI)~p.wA V E1 •• 2 + DCC ON(?S).IOR DER 
& + DCCO N (261.~AvF + DCcnN(27'.InRDE~ •• 2. WAVf 
~ + OCCO~( 2 A l.IOQnER.wA V F •• ? 

5 00 '1(1) = n C ~ QN ( I) + nCeON! ?J.I O ~OE~.WAVE 
~ + occn ~ ( l).(t O ~D E P~ ~ AVF ) •• 2 + DCC O~ ( 1l).IORU~P 

. ' '& + Oc r. ON r '5 J . ~J Err.-n Cr:n1<T r-" J"Tll1R()f:."IH .;:rUIA Vf 
& • D CC U~ ( 'l.lo~nER •• AvE •• ? 

bOO rI)NTI ~"J E 000(10780 
C TkA N S~ U ~ ~ Tn \( ,v·s "OR LA RGF APF PT UPf IF ~ I ~ EM I) 00000190 

I'(IAO.E~.?lr. n Tn~on 000001100 
/.10 1 (\ 0 I c: 1 , ! ;;> 00000810 

--1: c-t 1 -Z- "YTn -'-A("R1i u' (2" Ttl! /J 1 OOOIiO~?O 
7 00 '1(1) • '1(11 + ALP~AP(2.JCA w -ll 
800 CON TI MII E OOOOOlHIO 

C COMP u rE I>T J(~ I. VA LIJ F~ 00000850 
fl O <lrln I • 1,12 00000812 
PC!l D )(IT) 00000870 

- - -- !JEll' n 'f . -vn r --;----n ( I 1 - - -o1l1l O-o?\ll 0 
rVlIl • nIl OOOOORQO 

qoo DELV(!) z YCll - IVrIl 00no0900 
~~lTf(t n R,qOI)~,TX,nfL~,v.IV, U ELY 


qOl ~nk M AT(III,' )(~ •• 3~"?Fq.~, 


~ I,' I)(~',~~,12Tq, 


I,' OYS",5x,IPF9.I' - 

I,· VS·,~)t,t~F'Q." 


i> I,' IvS~,3~,12Iq, 

~ 
 I,' L> YS·.lx.t~~<I,~) 


C P ,I> UT :)H' P L E PtXF:l,S A r~1) CDMP ll Tr M~SETS 
 00000<150 
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C TILT C" n >l Cr ,·.,,? ( " f) 
JF"(ICA'~,Fi.l,;;Il C"; 
rF"(IC~~,F(),31 C Ol 

I F"{ II' p , f ll .', C-. 
TtJT Sl-lf : I) , 

Tl'lC flQ • 1', 

t SA l" p = , ? 
n o 1? 0!l T • ",~ 

nATA AV~I L AI\Lf ~ n J./ 
" ,F"~I . SF, 
II: ,TPII~, 


= , ~,; (1 ',C" 


CAl. L n P t N (T 'In , ? • () , !l • " Mil F , !ll 
TF CIT;;>AT I ,E(~ ,I\1T~ II! Ivr!) - P

IF C 1 T OJ AII , , F fJ , I 1 T J v It I v r I) - 1J 
THrrQA TI ,F'l '.2)fTX = hC!) - ?I 
JFCIT~AI L ,F D ~2'TTY = IV(T) - 2 
~RITr(' 0 ~,Q ~ ~)r~(I) . I Y(T l, WAVFL N (J) 


Q0 5 ~ U "'MAT(IIIII,' TI~',I~,~~, ' IIY',I5,~x,' w AVlLENGTH',~q.2) 

TRfC ~ f) .. TI ~ • TNO 

I ~(ITIHIi ,HJ ',21 GU TO '12'" 

f) t) I I I) n ,1 : , . 1 " 

p H C' , II :; TP ECNf) + 1 

11 "0 CAll ~F A " ( T ~".~,T MF r: ~O ,', I T.,I 
r; U T I. l 1 1'7'" 

1125 DO , , !li n ,la ' ,3 
J R tC ~ n • T Q f r ~ n • 1 

~ , P J XMAT(I ,J ),A U TOCK) 

1 1 5 0 C ~ L L RfAn ( T : J n , ;> , T R F r: ~ , n , I , T T )( , II 1 , P I X T P L ( 1 , J ) , AUT 0 C I( ) 

I"~ [ ALL Cl , r) l;f r1 ~J I\,?, O ) 

I~IITP~Jl.F" 'l ~'lr~ L L U F"F~fT(PIX M A T ,C~, S H I FTCT),C O R"'(T) 
JF"(!T ~ AII,F " .'?IC~ L L n FFTR L rPlxTM t , C" ,SHIFT(1),C OwR(Tl) 
T F ( Sl'!1 F T( n. P '. ~ • 1 J S ~ '" P:: T~ A!Yo P - I 
T F ( S ''I F r ( n , r, T • q", • , A,IJ t' • J • r I) • (l 1 3 H 1FT ( I) II: 0 , 
T F ( S 1-1 T F T ( T ) ,r. T~ q /I. • , ~ ~, n • T , " ~ , () ) S H J F" T ( I 1 .. S H 1FT ( I ., ) 
CII~SH~(J) ,. ~Htn(T) 
rF"(ITqATL ,F Q ~I,cnRSHFCT) = SHIF T!! ) - DELY(I) 
TUTSHF m rn r 3MF • cn ~bHF( I ) 

12f'lU TITicn~ : TnT~~ + (nR ~ (Tl 
C C (jI~PIIH AVf flAr,F !';HTF"T 

AVtS HF :; TnT~ H r I '2, 
"' q 1 T f ( I 0 II , Q n , ) r. nRSH F , S 1-1 nT, r. 0 fl lJ , T il Tr. nD, T() TSHF , A V E S HI=' 

qOl F"OkMAT(III,' rnR~HF"',I?(1X,FQ.l), 
~ I,' ~HTFT',I?(lt,Fq,5), 
'i 1,-'· t:np-py, r~ rl )t' ,I P f 9,?) , 
& I,' TnTr U P·,~.,np~Q,?,b x ,'Tr l rSHF·,bX,Fq.3, 
~ II,' A V F~HF"·,~~,F"Q.l) 

C (: n~' P ll n, 't,v r r)MP n',I, A' TS 
. v ~Y • A V F~HF • C n S(AJ M r /~ '7." • n.701 
6 vE ~ c I vf ~~F • ~ I N (AIM( /~' ,3' • U,71)7 
TP-(,~tnT,I":'"~ ' ~VF~ S- _A 17 t ~ 

C C O ~; PI.ITl: P , r. .s. ') FVTIT!r'" 
S Ui'I1l1F V : Il, 

f'll 1~ [) 0 T = 1,1i' 
1 3 rdl SU~' I) F \I = ~ / 1 "'I n'l/ + ( r 0 R ~ H F" ( T \ • ~ V!: S H ~ ) •• ? 

to \I S t, n v • " , 1M nE V I I;?, 
R""S ' : ' ·~'TJITT r nTSllrl Vl 

C P l' T t./ " S T F !! T Hf '< F r 'I fE n ~', A~I " II L I II' H .. V f NT I r'> '" '?, 
wHiTrrI OA,q na) Q ~ S 

q ~ q F0 WMAT(II,' R M ~ n EVIATln N OF SrllFT!!·,~X.F9,3,11) 
r A R f ~I (\ 1 F q M S r, T I 

OOOl)nq~o 

0000n Q 70 
000fl09f10 
OOOOoqQO 
00001000 
0(11) 0 10 10 

00 nf'l1f'l20 

O() nnlOOO 
00(1011)50 

00001120 

0000 1 16 0 
00(101170 
onf'lOInO 
000 0 120 0 
0 0 0 n lt80 
00001190 
O() On !20 0 

OOnOI?S O 
Onn012bo 
0000 I no 
000"1260 
00('01290 
00no1500 
o nn o lHO 

OOMlI ~:.s0 
OO(l(113LiO 

Onn n"'in 

L ~' P OR S""'J 
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J~ (~"".'l.l F.. t .1r.OTOq,1'l 

wRITE(1 O~,q/l1) 


q l) 7 F"l ' I<"'~T(IIII,' ••••• _* ... ~"S hT I •••••••••• ',1111) 

CAL L Q ~f. ~I n 


q I () CLPIJ T 1 ~II I r 

C AdF Nil IF LESS TH~~I 0;; p n TNT5 IIS EO 


TF(ISAMp.Gf.4Jr.~Toq2n 


~ RIT~rIO~.qo~)Tg~~P 


q Q~ ~UH ~ AT(IIII.' ** •••• ** nNLV',T2,' SA~PL~S FITTEO .*.*.* •• ',1111) 

,.~ ITErl0~,qnq) 

9 0 9 FOI<MATr' UH S/~1 AN(J/O~ SATIIPAHI), SPECT~IJ""'IIII) 

(' ALL A"IE'1n 


q20 C: I)I\;T I ~I\, I I: 


C UPOATE Cn~STANT TEAMS 

OCCO~r~2' D nCr~N(22) • A V ~X 


()C CO~I ( 1) 3 nCC0"' ( I) • A V ~V 

C PIJi 	 ~HIF"T~ r ~1 J) C RE,.("IRf'J 


OCS"FT(11 • AVf.v 

nCSHFTr21 :I: AvFv 


C FLAG TG Rf RFAf'J RY LARMno '("I r Nn J~ATE DSPCO N PUT OFFSETS TN DC 

f)CSHF" n) D 1.[H\ 


~RIT~(10~,qnhlAVFx.nCC("lNr?~).AVf_.DCCON(I) 

9 0 b FUI<MATr ' X SHT~T·,F'.J,~X,· 'rI CU ~ STA Ilj T·,IX,D22.'5, 


~ II," V S~TFT',F'.1,5_,· V CO N STA N T',l_,D22.1~11) 

C ','IIlJlTf 1(1 rQSI< 


CALL nPfN(I ~n".l ,n,n.nl 

CALL "JRTTErt ND .I.n,I),0,40 n ,HlIF,O) 


--"(1I1L - CI rrsnT'Jl"';" ;01 
qQCjq ~ALL ~_~IIJ 

ST n p 00001370 
F iC' oC)nnI3~0 
8I.1t<IJI'1 ' ITT~11" r:JF"FSF'T (SA/o'PL, Ct, . SHIFT, 8STCMl I 

C TH I ~ S I , R ~ ., 'IT 1'.1 f C A I. C\I LA Tf!! T~ f S HI F T I< f(J I) J REn FOR ~ A C ~ I 5 x 1 '5 
C PTl"fL -SA"'PLF,-~~~r(1r<r?-· 
C 
C ~; AI_I A'J A ~SC JULY 21, \Q71l 
C 
C LAST ~nn'FTFn, q11R/7~ RV, MALLA~A 
C 

--p;1Er;TP. zr~nf s; T5J ; ~(Tr-~MJ7n'3", 8) OTTn 0 0 0:5 0
Ir"TE'-;~R./J IJl') wSIIl.' rIO;l,SML.SML2 Oonooo(lo
RfAL*U T(ifP(71,C~RR('5) 000000'50 
L {1 GJ r: A L • 4 ('., OOOOOObO 
~R ITErln~.,n~) rrSAuPLrT,Jl,J~I,15).Jc1,1~) o(')ooon70 

1'12 Pl" MATClII,' J"JDIIT "'ATRI~',III,'''(I'!')r5))
' -r:: TR"A1'l~!I"~n:;-- f'Er.~S- - OO(ln~tJ

C tHS£ n u'., [," P ~ QAMfTf'R 0000nl00 
TF' (C ". 1 r. (1 TI) 1 I " 
J) fJ 1no J I: 1 • 1 <; 00,'.00120
rO IOn ,J., I, R 0(01)0130 

! ,)[) ~(J1SMprr,I1:~AMPLCI/1'.J,J-rI+Jl/2+") ooo onl(lO
T,TTT(l - n n - - --  00 n0 01'5 0 

II n 1.' 0 12 () .T;; 1 , , "i 00000160 
no 11.0 J.,.P. 	 01)000170

l.?n >ll'TS",prl. , I)=SA"PL((T+11/2-J+,.,1/~.J) 00000180 
D (," ~ I T F rt () 1\ , 1 0 ~) (r RnT 5'~ P rl , J ) , .I I: , • 1'1 ) , 1: 1 • , 0; ) OOon01QO 
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400 IF(ROWSUM(I)~GT.ROWSUM(LRG» 

GO Tn 1(\0(\ 

10 1 F n R~AT(IIIII.' Rn TA TED M'T RI~','II,I~!/,8I~» 000nn200 
C $U~ R O ~S I~ RnTATEn SA~PLE ~AT RT i 00000210 

au 100 hl,11i ooooo n o 
~O~ 8UM(r). O~------------ OO trfj {f 21 0 

00 200 J."e ooooo ?u o 
2(\ 0 ROWSUM Cl ) .ItO",Sl l M (r )+ROUMP (l , J) oe000250 
100 CUNTINUE 000002e.O 

~RITE(1 0 8,t~U) RoWauM 00000270 
lOU F O~ MAT(IIIII . · RnTATED MATRIX RO~ SUMS',5X ,I SIS) 00n00280 

C" "frill!) s-e:tO!\in L ARGEST AIliO SEeOf,ltJ"!lil6;lCnr~ O IN 5U"'! . 00000 2 9 0 
SML_, 00no0 3 00 
SMLa., 00000 3 10 
LHG.I 0000(\320 
lRGi_1 onOI')OBO 
DO 1.10(\ h l ,15 00000340 

- - - - P OIO~8iJM (I) • IT. pOI/j!O~ ( IMLl) ~ 000003C;0 
L ~G.l OOOOOlbO 

-------'I~F~(~! ~Er- I T!DL~~	 0 00 0 0 '51 0 ~	 Q . T ) TM~2 .'l-

IF(LRG.FD.t)LRG~.l 00000 38 0 

004150 r.1'\~ 00 (1 C10H (1 
IF(l.fQ.S~L) GnT nq21} OOOO OilOO 
T" (RnwstJM (I ).l T.R-o~SOM {8Io1L~») SMLl- I 0(\0 00 (1 10 

1.125 	 IF(l.EQ,LRG) GOTou50 0 (\ 0 0 042 0 
IF(RO~SOM(t'.GT."OI/j!OQC[~G?), LRGPII 0 00 0'0 11'3 0 -

1.15 0 	 CO NTP! Ue: 0000011110 
w~ T"E (1 O ~.~) [lIb,1. Rb! ,~L, 8ML2 o noo ou!\o 

lOb FUH~AT(' LARGEST, SECON~ LARGEST, SMA LLES T, SEC OND SMALL ~8 T', 0 0 000 400 
s. (I(1u n 00000070 

eSPEC I AL Ln Glr FOR TRAILfD !P!CTR u~ IN LARGE APEH TURE 
C IF(ll~aI L .Ni.2.0R.ll~.Nf.11GO ' 0500 
C AVE.H (1 '~ • (RO!NS I,M (LRG2) .POW 811 M(SML2lll i'. 

-	 C; L CORA • II 
C DO 47~ I • (1,12 

----c- - -r-ORRtl r;a: ~"' .JMrfC""'I""')-----" AVe "'0114) nl""" 
C "75 IF (CORR(tl .LT.cn~R(LC O~~)~ L C O R R.1 
C G010fl}Q 
C ~ O H~AlIZE TEMPlATE OOO(\OilIlO 
~~PT11 . ~ t ~SttM·L~lT)---	 Ooo(\nljqo-R~lrrl~~S' IM~

Tf"'P(1) • R OW S I J~(S"L i) OOOOOC;OO
,1:"'P1:n _ Ro w5IJMftlfbll 0(\000510 
lE"lP(o) • ~OW9 1 1~(LRr.2) oonO(\520 . 
r!~ttt'" • "'OWS(lMtlOkGZl o--n-o ~ (t ~ 

H.MP(~l • (Rn"'~I I M( LAGiHqOwS ' I M (S"'L2 » n. 0(\no05uO 
Tt.""'r61 II (~rrw5I)MrLFf$i?1.~\rI ~IJM(~ '--" c l "" . Cv~:;0C;'50 

WlTE( 'O A. t ~ T ) TF MP , (100(\0560 

tO T rO"'",4,f' III1IR'MA LTrt:O f~"'Ftt~~ VALUES~,"'("1J.2» O('lno0570 
C FIT ~ 1 1 H TEMPLATE oOllooseo 

---C-C'."·'''uTt: COR "ELlIIONS. AND F IN " S"'AtLt!l o-o-oo~(') 

L ClHHI • IJ 000(,0600 

J" IJ 1nO r.o,l? OOoo~blO 

( IHHI rr 1 It n. 
nrJ "o n J., ,7 
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baa C U ~R(T) • cnRRr!) + rT~MP(j)_RO~SUM(I+J-4»**2 


IF(cnR~(!I.lT.Ch~R(LCORR» LeORR_t 

700 COtliTT"JUE 


----~'~5~n- --~ Cx~~C~~ . C~Q~R~~T(rI.7OuRnRT)---·--------------

w~lTE(tOR,l~~) (CURRrI),I.ij,12),COR~(LCORR) 
IO~ FORMATC' ~~RQEl.TIONS',q(!PE!O.2),II,' 8fST CORRELATION',§X, 

!!. lP~ ' 0 .2) 
C. 	 I NTE RPO LATE RFT w EE ~ ' ROwS FIT wITH TEMPLATE 


OtL.• 0 

I1'n:'C i'l.....Rl:JR-•.,.E?'iQ-.-;;ij-...r)"'~;--.TL?'C"'O"'Rn::R,--.....E'7"Q'.1n ' \IOTU81J O' 

n~L • ccnRRC LCnRR-I) • CURR(LCORR» I 


& cCnRR(lCoAR.,) + CORRCLCORP+t) _ 2*CORRCLCORR» 
tj. -0.5 

800 SHU T. LCORR + nEL • 8.0 
! F (.NO T . c w )SHIFT .- S~IF' 

--~C~SnAnT~U~R{TrC N~~~-- ------
IF C C F U1A T r~Ww S II" C L R G 2) ) IF" l nAT fR 0 ~ SU M ( S '" L2) ) • (; T • I .5) 
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c "' RITEt '(I ~ " I)"i l LQG ,t'lEL,~AIF'1 "'--- ---
1 \.1 5 F(j H'AAT( II,' REST R(11<o ",I2, 


, II," Rn W INT~PPO L 6TIO~ ·,F~.ij, 


Ii. II," TnTli l SHtF1 ',F8.ij) 

~~ TUR"~ I 

ENl) 

5 uti R[11 JT [ /J"V - 0 F'F T R L ( P IX I R l , C w , S A IF r ,"13~01< 
C T HI S S U fHm I ' TT III f CA LCII L~ Tf,. S T H ~ 5 H p; T I< f Q U T REO 1 'II TH~. CAS E 0 F A 
C TRA IL tlJ "PfCTP IIV; 
C 
C MALLAuA rsr 10.1-78 
C 
C L A~ T "" rm rrTtll"""Ff'ri 111-11"~r- --.rrr rvtnt P Ir 
e 
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~ 0 I F U fI ivI A T ( I I " S '" l • , I :3, ~ x , • L R r; • , T:3 ) 

AVt s (PTX~ I JMCI f./r,l • "'T~S'I"(S ML) l/i'. 
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