A CORRECTION METHOD FOR THE DEGRADATION OF THE
LWR CAMERA (II) : ERRATUM AND FINAL RESULTS.

Clavel,J. ,Gilmozzi,R. ,Prieto,h.

1. Introduction

In Paper I (Clavel,Gilmozzi & Prieto 198%5), we published
an analysis of the degradation of the IUE LWR camera
from 1978 up to 1983, and proposed a simple algorithm to
correct for this effect. Later, Imhoff (1986) compared
our correction method with that of Holm (1985) and
concluded that both techniques yielded reasonable
results.,

Following the recomendations made at a previous 3-Adgency
meeting, we performed various checks of the correction
method and, in the process, we discovered an error which
significantly alters our previous results.

The whole analysis was performed again and yielded a
revised curve of the loss of sensitivity of the LWR
camera as a function of waveléngth. In the present
note, we describe the new results, and investigate
possible systematic effects which could possibly affect
them, We also go through extensive checks of the
correction method.

2. The error

Beside long term changes, the sensitivity of the IUE
cameras depends primarily on the temperature of theilr
head—-amplifier (THDA) at the time of the observation.
Any study of the degradation of the camera should
therefore correct for this effect by dividing the flux
by

E(THDA) = 4.0 - 0.0410 * (THDA - 12)
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as we stated correctly in Paper I. However, we
discovered that the computer code was actually doing the
opposite, i.e. multiplied by E(THDA).

In principle, this should have simply increased the
scatter in the results without drastically changing the
trends. Unfortunately, like the temperature of most
other subsystems, the average THDA increases as the 5/C
ages. This is illustrated in figure 1 where we plot the
THDA versus the time of observation t (expressed as days
after launch) for the 308 spectra of the 5 IUE
calibration stars which form the data-base used in the
present study. The usual statistical tests show that
THDA is linearly correlated with t at better than the
99.9 % confidence level. The slope of the best-fit
reqgression line yields an increase of 0.30 {} 0.14 C/year
which translates into a decrease in sensitivity of
0.33 % per year. This agrees reasonably well with the
finding by Schiffer (1982) that THDA increases by
0.6 Cs/year given our longer time base-line.

Therefore, we expect the results of Paper I to
aoverestimate the loss of sensitivity of the LWR camera

by twice that amount, i.e. 0.67 % per year.

3. The revised degradation curve

Having properly corrected the spectra for THDA, we have
performed the whole analysis again. The method and the
data-base were identical to those described in Paper 1I:
We have used all (308)  the low resolution LWR Net
spectra of the 5 IUE standard stars which (i) had a
“nominal"” exposure time (ii) had been obtained through
the large aperture (iii) were neither “"trailed" nor
multiple.

All the spectra had been processed (or re-processed when
necessary) with the current low-dispersion S/W.

The Net fluxes were divided by the exposure times -
taking into account the OBC timing as well as the camera
rise-time (Paper I) -~ and averaged in bins 50 A wide
from 1850 A to 3300 A,

For each star separately and each wavelength bin, we
performed a linear regression which vyielded the net
count-rate as a function of time, The % separate
data-set were then normalized so that the count rate at
launch time is one, prior to being merged. A second
regregsion and renormalization was performed on the
combined data-set. The Dbegst-fit coefficients of the
final regression yielded the rate of gsensitivity loss of
the LWR camera (in % per wvyear) as a function of
wavelength, Di(4) listed in Table 1. The Di(4) curve is
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plotted in figure 2, together with the wrong curve of
Paper I, Dw(X).

4. Quality control

4.8 THDA

The difference between the two curves averaged over the
28 wavelength bins is 0.67 %, exactly as expected (see
section 2). Also as expected, this difference is almost
independent of wavelength (r.m.s. scatter is 0.16 %)
since the effect of THDA variation on the sensitivity is
supposedly “"grey".

As a check, we have performed the same analysis as
described in section 3, but without correcting the
spectra for the effect of THDA. This yielded a
different Do(») curve which is also plotted in figure 2.
As expected, Do falls exactly at midway in between the
erroneous Dwlx} of Paper I and the properly THDA
corrected D1(x) curve.

4.b Reality of the structure in the Di(>) curve.

To check the reality of the structure in the D1(X)
curve, we have shifted our initial wavelength grid by
2% A (without changing the bin size) and performed the
same analysis again. The corresponding D2(») curve is
shown in fiqure 3 together with DL{x),. The two have
been merged in Table 1 to form a unigue and final curve
of the sensitivity loss which will Thereinafter be
referred to as D(»). For illustration purposes, we show
in figure 4, the individual D(x) curves as derived
independently for each of the % stars.

As it can be seen, the DI and D2 curves agree fairly
well., Most of the structure is therefore real; in
particular, the broad hump centered at 2325 A, the
secondary maximum near 2775 A and the steep rise
shortward of 1900 A. The deep narvow minimam near 2475
and the small peak near 207% A are possibly real as
well, since they are found in the individual D(x) curves
of each star. The remaining features of the D(X) curve
- in particular the large fluctuations at the long
wavelength end - are spurious.

4.c Checks of the correction procedure
We hawve then checked that the correction procedure

described in Paper I works properly and removes the
effect of the sensitivity loss of the LWR camera.
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We have selected 5% spectra (11 for each of the 5 stars)
with sequential numbers in the range « 14000 to 17000.
These are listed in Table 2, together with their epoch
of acquisition, exposure time and THDA.

These spectra were corrected for THDA and exposure times
as described in section 2 and 3, rebined in steps of 5 A
from 1900 to 3200 A and then divided by

1 =~ DIXN)X(t — 1978.8)

to correct for the sensitivity Jloss. A linear
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Following Imhoff (1986), we have then ratioed these 55
corrected spectra to the IUE fluxes of the % TUE
standard stars as given by Bohlin (1986). To be
consistent, we have calibrated the spectra with the
vised Bohlin (1986) IUE flux-scale, so that the ratios

re
are independent of the adopted calibration. The mean
ratio as a function of wavelength, R(X), is shown in
figure 5. Its averaqge value each 50 A (and r.m.s.

leviation) is listed in table 3. The mean value of R({X)
averaged over the entire 1900-3200 A range is
0.999 * 0.052. As can be judged, the correction
procedure works fairly well. The departures of R(X)

from one are well within the error bars and also within
the residual uncertainty in the IUE calibration.

In Paper I, we compared a single “"corrected” spectrum
(LWR13623 - THDA = 14.8) with a single reference
spectrum (LWR222%5 - THDA = 9.2) of BD+286 4211. Since we
applied to both spectra the erroneous THDA correction
(section 2) which almost perfectly compensated for the
overestimated sensitivity loss, the error was not
detected.

4.d Non applicability of the method for recent spectra

We retrieved from the data-bank 8 of the 9 recent
spectra that Imhoff wused (the 9th one was not yet
available at Vilspa) in her study, and we perform the
same analysis as in d.c. The mean ratio for these 8
spectra is shown in figure 6. It is <clear that the
revised correction curve does pot apply to these spectra
which had all been acquired after October 1983, i.e.
when the LWR camera was no longer routinely used. It is
therefore 1likely that the rate of sensitivity loss
increased after the camera was switched—off. This
change is wavelength dependent, as can be seen in figure
6. It turns-out (by pure coincidence) that the curve of
Paper I provides an acceptable correction for these very
recent spectra, which explains why Imhoff (1986) did not
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detect our error.

It is worth noting that the increase in the degradation
rate took place predominantly longward of 2300 A, i.e.
in that part of the camera format most affected by the
development of the flare. Also, it seems that the
change did not occur immediately after the camera was
turned-off, but came in somewhat later, since some of
the spectra used to c¢heck the D(x) curve had been
obtained in late 1983 or even early 1984 (see Table 2).
This probably accounts for the fact that the increase in
the rate of sensitivity loss does not show-up in the
quick-look monitoring of Sonneborn (1984). The temporal

behaviour of the LWR gensitivity after 1983 is
reminiscent of the exponentially increasing flare rate
(Harris 198%5). It is not clear why the rate of

sensitivity loss increased after October 1983. It could
be due, for instance, to a change in the characteristics
of the detector as it was not routinely used anymore.
However, both the spectral and the temporal behaviour ot
this increase rather suggest that it is linked in some
way to the flare itself. More work is obviously needed
to get a full understanding of the phenomenon.
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Table 2
List of spectra used to test the correction method and generate the ratio
spectrum of figure 5. Exposure times are nominal: 190 s, 3 s, 7 s, 24 5 &
60 s for BD+33 2642, HD93521, HD60753, BD+75 325 & BD+28 4211 respectively.
Dates are written as “V]mmdlw. where yy are the 2 last digits of the year,
mm is the month, and dd is the day of the month. THDA is in Celsius degree.
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e
Mean ratio spectrum of the $5 spectra listed in table 2 to
the flux of the IUE standard stars in Bohlin (1986). The
spectra have been corrected for the sensitivity loss of the
LWR camera as described in the text. The average fluw of
the mean ratio spectrum (figure 5) and the r.m.s. deviation
in 50 A bins have been computed from 1900 to 3200 A,
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Figure 1:

The temperature of the LWR camera head-amplitier (THDA)
versus time (expressed as days after launch) fot the 308
spectra used in the present study.

The revised D1(») curve of sensivity loss (% per year)as
a function of wavelength, together with the erroneous
curve of Paper I (*) and the one obtained without
applying any THDA correction (o).

Figure 3:

The combined D(X) curve of sensivity loss as a function
of wavelength, obtained by merging the Di(x) (*) and
D2(~) (0) curves. The D2 curve uses the same bin size
of 50 A as the DI curve but is shifted by +25 A as
explained in the text.

Figure 4:
The individual curve of sensiwity loss for each of the 5
standard stars plotted with different symbols and no
error bars for c<larity: BD+28 4211 (*), BD+33 2642 (+),
BD+75% 325 (o), HD607S3 (#) and HD93S21 ($).

a

The average ratio of the %% gpectra listed in table 2 to
the flux of the 5 IUE standard stars as given by Bohlin
{19686) The spectra have been corrected for the
sengsitivity loss of the LWR camera as explained in the
text. The unity line is shown for comparison.

Bigure 61

Similar ratio as in figure 5, but for 8 more recent
gpectra (listed in Imhoff 1986]). The ratio spectrum
clearly deviates from unity, especially longward of 2300
A.
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Figure 5
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