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1 Introduction

The majority of the targets observed by IUE are point sources, 4.e., individual stars, quasi-
Smﬂmm'nhhw‘a,vmr For such nhhwz&iﬁw-anahyt usually does not need to examine the
line-by line (LBL) data file, which is always included on the GO tape along with the
NIJL(Dspgﬂnmmmlhmelmwm,umMmun1mu‘a(k“rnpxumltdlb_j data). However, in order to
mmwmwmethmwmmmkunﬁng'wmﬂﬂﬂsmfumhwuimdlAammlnF*ObUhﬂ«luﬁNﬂqﬁWﬁ@rLd"dn images
Altner (1988a) developed the POLYSTAR procedure. llualmmmut(hmmrﬂmm‘Mwne1nfthe
specific features of POLYSTAR, as well as some general characteristics of IUE spatially
resolved data. Most of the examples discussed here pertain to the SWP camera, but the
procedure works equally well with either of the three IUE cameras. Recent applications
of POLYSTAR beyond its originally intended use with the globular cluster spectra include
the analysis of individual knots in the starburst galaxy NGC 1068 {Bruhweiler and Altner
1988), identification of the star Sk -69 202 as the progenitor of the LMC supernova SN 1987A
‘Sonneborn, Altner and Kirshner 1987), ult nunnh%s*mm,umnn)y(d]pmmn]ﬂxmund1TUFdeM
features in the LINERs NGC 3998 and NGC 404 (Reichert et el. 1988) and a study of
1&ngmmﬁmaﬁmmaﬂy”kmm@d‘muubk-qud:arUmﬁ”‘iﬁﬁ& (Altner and Heap 1988). Because of
its proven usefulness in a these and other areas of IUE research, POLYSTAR is presently
being added to the JndddudlinuhblﬂnmmylufahumkuxlmmﬁbmmsJOWMﬂeaEuu]vwﬂ.uxnukm
available for use by visiting GOs.

2 Spatial Resolution with TUE

The IUE “spatial axis” is nearly parallel to the long axis of the large aperture (21”4 x 10”)
:mmd:mmmmm,pmwpendnuk¢ 1m»th9«h‘pﬂlnun<du ction (hence, it is also called the cross-
dispersion axis). Since the instrumental response to a point source in the short wavelength
Mpwc Oghmﬂ1lﬂn?m&hﬂUMWmL4MU‘M%lbﬂﬂ UWMWHNPbumdm‘rondMan of optimum focus
(Cassatella, Barbero, and Benvenuti 1985; hereafter CBB), one can expect to resolve discrete
smmmmuuiﬁthey;uﬂwmmttuu'dmmetugeﬂmm.

2.1 LBL versus ELBIL

As of October 1, 1985 the IUESIPS memmwp‘whquppn@nMeﬁ the LBL files and records
them on the GO tapes was changed. An “extended” line-by-line (ELBL) format replaced
themmﬁm1MMLmWWWMQ.ﬂﬁﬁwmm«kme@anmmwwwm@.nﬂmiumemmVMWWWKMW

L4Too close” means a separation less than 0.849 times the FWHM between stars in the aperture, according

to CBB. This value derives from the Rayleigh criterion, which specifies the minimum separation at which an
analytical minimum might be found between two peaks of equal intensity. However, in §3.2.2 we will show

that by making certain assumptions about the systern it is sometimes possible to spatially resolve peaks
separated by distances smaller than the Rayleigh limit.

o
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QUANTITY LBL ELBL

1 pixel V22 V2
1 dpx 1.00 2.00

1 0.47 0.94
71350 0.92 1.83

71850 1.18 2.37
FWHM 350 2.16 :
FWHM;gs0  2.79

Table 1: Values of several frequently discussed variables and dimensions, in units of “lines”. Note
that ar ELBL line is half the size of an LBL line, so there arve always twice as many of them in any
measure. The FWHM and ¢ values quoted refer to conditions of optimurn focus.

dispersion data; instead of 55 lines in the LBL file, the investigator now has 110 ELBL
lines, effectively doubling the resclution of the data. This was possible because of the
removal of a step in the processing software which averaged adjacent points in the earlier
wmm«nm.ﬁﬁmwgthe]ﬂLEl‘d&hnhmd‘MWHumﬂhNWIavt&dhwﬂbuthadlmww1d@gnmﬂ%itmth@lﬂﬁl
format in the interests of improving the signal-to-noise of the data. A full discussion of the
philosophy behind this change, and its implementation, is given by Muifioz Peiro (1985). For
our purposes here the doubling of the number of lines in the spatially resolved files is the
most important change associated with the new software. Henceforward, we shall use the
term “LBL” to represent both line-by-line mmlethuh%lhneJﬂyhneuqummﬂyre@mhvd files,
ss it becomes important to distinguish the two in a given context, IUESIPS mnwﬂly

centers the line of peak signal intensity within the available range of lines, so profiles centered
near line 27 are from LBL data, while profiles centered near line 5% are assuredly from ELBL
files.

The most convenient unit of measure for discussing the spatial resolution properties
of IUE data is the “line”, as we have used the term in the above discussion. In reality,
these lines are the boundaries of diagonal pixels (1 dpx = v2 1 vixels) in the LBL files
{”ﬂmmnmmezmmﬂ]?mrwﬂ 1980), or lmﬂluhagunal (v2/2 pnmﬂ.)|n1ﬁm~LALBLyﬂuwmmt. The

an»&unmaﬁ»n\bﬁﬂm%ﬁlumh@rLmuua{ieq‘anm@ﬁumdm\)nmd.amuldhmmnmﬂ pixels) and line
lmmmsmuMmemmMWUmabMHuMMMmMu (@wmutn1mmmm‘wmll1mmwwwumwnmmf=hdndhmmf1bmm0,so
'ln'hlqthPJ'wﬂueqrmﬁmmmnof1h@(uunﬂlh@.vdurh:uvluupuuammlnudl«U&ﬂumsc%
‘..dﬂy resolved data. The conversion to arcseconds is based on the 1”51 /pixel plate
scale derived by Panek (1982) for the SWP camera.

2.2  Cross-dispersion Profiles

The distribution of sources along the IUE spatial axis is, in fact, really a projection of their
true positions in the large aperture.? We illustrate this in Fig. la-c¢ for an hypothetical
grouping of three stars. For the purposes of this illustration we have arbitrarily placed the
three stars as shown in Fig. la, where north is up and east is to the left, e.g., as they
would appear on the plane of the sky. The ¢ ta(;aJﬂmmﬁunmul1m1nnw'¢tuuﬂnhummlam()of
3:2:1 in the wavelength interval 1400-1600 A. What would the cross-di: ion profile in
this wavelength range look like for these stars? The answer, of course, depends upon the
relative orientation of the large aperture, wdn(h1.«m1UHFHUM1u[tmasunJmLmnHmmnzM;vwm
as the t target coordinates. During the course of a year the aperture will rotate through a
full 360° for any celestial object not too close to the ecliptic. Here we adopt the convention

1

o

*See Altner 1988b for a discussion of how two observations of the same multi-component field can be used
to derived two-dimensjonal information about the source positions, rather than just projected separations.
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Figure 1: Hypothetical distribution of three stars and the resulting LBL profiles they would produce
at two different orientations of the IUE large aperture. a) PA=0 and 315 for the apertures drawn
with solid line and dash-dotted line, respectively. North is up, east is to the left; b)) modeled spatial
pwmmwlm.”Q:ﬂlUmﬁmw'hn@L‘whmmgmimwanmm(mtbeimmmahmﬂvkhwdsMM'pmﬁﬂm;@mmmmﬂﬂmmin
¢) same as b), but for PA=1315

uwmﬂkwﬂ&mmmﬂhwnmftcd,(ﬂﬁﬁ?|hw describing the position angle of the large aperture, that

is

PA = 73° - spacecraft roll angle (1)

where PA is 0 for a due north pointing and 90 for a due east pointing.®> The spacecraft roll
angle is recorded on the observer scripts at Hu’uwmerdtm)PFWMmun()nuulhmnmﬂwukﬂed'ﬁw
a specific date using the equation given in Sonneborn et al. (1987). We note in Fig. la that
two aperture orientations are depicted. ]h@dpﬂnﬂmeulwwnswwh.m<ﬂulhmeLmatIfL:
while that drawn with a dash-dotted line is at PA=315.

The resulting cross-dispersion profiles, modeled using the PSF parameters given by CBB
MmLh)ivaM@kmmwhlﬁmmww%umlammmmnmbbmwhwfin@m ), are depicted using a heavy solid line
in Fig. 16 (PA=0) and Fig. 1c (PA=315). Individual profiles (dotted lines) reflect the
assurmned 3:2:1 brightness ratio. Note that the relative separations between the individual
peaks are different in the two cases. llmm@.mmtpﬁmmrﬁwl»@)amahnna,xmamnnod along the
cross-dispersion axis, which is rotated with respect to the aperture’s * mmwnmmﬂtw )° (see
Turnrose and Thompson 1984, their Section 7.2.2). Although included here for illustration
onw,h@nmddm{mwﬂm.M@1muwmdmwcnwnmmﬂMwm,OHanﬂlmﬂhnnquwMﬂ%
(see also Fig. 3).

3The two ends of the symmetrical aperture can be distinguished from each other by noting that one is
further from the small aperture plate than the other (see Fig. 6a in Sonneborn et al. 1987). By convention,
this is the north-pointing end at PA=:0.
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3 POLYSTAR

The POLYSTAR program performs a simultaneous non-linear least-squares fit to the spa-
tially resolved data, assuming there are N sources in the large aperture. The fitting routine
f ] 1.} l.’ 1_!
at the heart of the procedure is adapted from the CURFIT algorithm in Chapter 11 of
s ] g

Bevington (1969), with the addition of certain important options (see §3.2.2). A relative
fraction of the flux at each line is assigned to each component, based on the derived fits, as
discussed in §3.3. A flowchart of the POLYSTAR procedure appears as Fig. 2, in order to
help clarify portions of the subsequent discussion.

3.1 Preliminary Considerations

As we can see from Fig. 2, there are two important decisions to be made before one applies
the procedure to a given IUE image. First, the analyst must decide how many discrete
components are present in the aperture and must provide an initial guess as to where their
centers lie along the cross-dispersion axis. Secondly, he must also decide upon a particular
wavelength bin configuration (the analysis is performed independently on each of several
segments of the LBL file, which are recombined into a full spectrum as one of the last steps).
In practice, both of these decisions are easier to make if one is able to see the entire LBL file
in a single picture, such as a contour plot or a series of cross-cuts at specified wavelength
intervals (see Fig. 3, for example). Such representations of the LBL data for each image help
the user to make first guesses as to the number and location of the discrete components and
to assess the overall signal-to-noise characteristics, a primary consideration in determining
the proper bin sizes to use.

Several comments should be made here regarding one’s choice of N, the number of
components. First, one should try to use the minimum number of components for which
“decent” fits are obtained in a majority of the wavelength bins. Clearly, one could fit
just about any profile given enough degrees of freedom, i.e., if N = 4 yields a credible
fit then N == 5 will give you an even better one (see §4 for a detailed discussion of this
issue). Secondly, there are a number of factors which can broaden the instrumental PSF,
causing a single point source to appear as an unresolved blend of two or more stars (see
§3.2.1). Finally, one should realize that unresolved clumps of stars may sometimes appear
to be single point sources, as was found for several cases among the globular cluster images
(Altner 1988a). Independent criteria are needed to interpret the data in these circumstances.

The “rule” we apply insofar as bin sizes is simple and obvious: for low signal-to-noise
data one should use wide bins (50-100 A) while for better quality data one should use
narrower bins (25 A). As we shall describe in §3.3, the weighting factors derived from the
fits in a given bin are applied to all the samples in that bin, hence wide bins paturally
translate into large uncertainties in the resulting spectra. POLYSTAR is set up to handle
variable bin widths, should the signal-to-noise characteristics vary across the spectrum (see,
for example, Altner and Heap 1988).

The spatial extent of sources in the large aperture varies from image to image, leading
us to define an “effective aperture” along the LBL axis, which is always less than or equal
to the size of the actual aperture. We determine the effective aperture for a given image by
interactively measuring the line numbers of the left and right limits of the cross-dispersion
profile, k; and k., respectively.* Also, we would like to make a deliberate distinction between
the terms “baseline” and “background”. By “baseline” we mean a first or second deg
polynormial fit to the data outside of the effective aperture in the cross-dispersion direction.
The baseline determined in each bin is subtracted from the cross-dispersion profile prior tc

Y principle, since the PSF in all cameras is wavelength dependent, one might want to specify different
e

limits for each bin. POLYSTAR was written with this option in mind. In practice, we found it more
convenient to measure these limits once only, at the widest point in the LBL spectrum.
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DECIDE NUMBER AND APPROXIMATE LOCATION
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Figure 2: Flowchart of the POLYSTAR multi-component extraction procedure
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at'mmqmmuitmvhnlAvA’lomumnmwm@lthe;ﬁznfthelmmmﬁnpi%thuanﬂhdlnnmbwrtn(xmm«hw'
mm<wmdumung,ﬁb9)( of the N component fit, since it is a good measure of the rms noise
level of the data. The “background”, in contrast, is measured along the dispersion direction.
Data in a default thlmm.muum'mP@WWUW?MwMuMMM@smanLsmwmhmiumu
median and boxcar filters to remove spikes, and normalized to one line, then subtracted
from the gross spectra to yield net spectra (see Eq. 12). This is the same prescription that
is used in many of the RDAF routines.

£

3.2 Parameters of the Fit
]Mlthe1mﬁghnd'&mnmmm1kwlrﬁiﬁw-FW7LY@HD&BLpwmom%am*vm'had‘&mﬂnm@d‘ﬂmm*thﬂ}ﬂTE
cross-dispersion PSF is gaussian in shape, even though CBB had shown that better fits to
the profiles of unmb»»nnn,mnumem<wndd bﬂ(ﬂﬂ@unmllluwplm“mhewed gaussian function
(for the SWP camera). Since the actual asymmetr yn»’Pu%ﬁMh quite small (CBB estimate
a difference of less than 2% in the integrated spectrum), our assumption appeared to be
justified. k[nwmnmm,tmamywoﬂmw authors had likewise assumed a gaussian PSF for their
extractions (deBoer and Code 1981; Caloi et al. 1984; Panek and Holm 1984) and we
were thus hnthornmnhwdhmﬂto»doi&w'mmn@ mloldmrIO(wnnpawnth@_P().fSI”HR‘wuant
to their results. However, in later self-calibration tests involving combinations of point-
source spectra artificially shifted in line space to simulate complex cross-dispersion profiles,
extractions using the gaussian form failed to adequately recover the known input spectra.
Uﬁumftheak@mmdjwnmmmwnINSPih these same tests resulted in substantial improvement in
the accuracy of the separation procedure. We have therefore adopted the skewed gaussian
as the preferred form of the SWP PSF.

FMthwﬂmm&wmnmﬂMMM*meﬂp%mmmmﬂmm&num

o ( In[l 4 28(x - LR . , \ :
!Nﬂﬂ=*1wexp”:“4mﬁ![ [ : (l “””N }' for 28(z — p)/v > ~1 (2)
; | .

where FWHM - 8
FWHM - [ .
o IR P ‘ 3
! sinh g3 (3)

and where
FWHM = 'f!! In2e l[ 4 )

';itdemimw1&m:wwmwm9I%mﬂjmmmﬁmmn.qﬂhﬂfunvﬁnm'mM%mm1Ln1Eqm9‘W'mﬁuwmmmﬁdeiﬁm
specified limits.> The parameter 5 measures the degree of asymmetry of the function, which
takes the form of an extended wing, to the right for punmnm'vmmwu(d @ and to the left for
negative values. (The observed asymmetry in the SWP PSF n'MMnnm:poutnm')lx.b —» (]
the function reduces to the symmetrical gaussian.

A skewed-gaussian representation of the cross-dispersion profile thus requires four pa-
rameters to be determined for each of the N components. We attempt to fit the data with
the function

N
o
= A‘!---I “

F=1

Yj = f ‘( M1, 01, %1, B, W2y02, %2, B2, . s IN, ON, YN, IN) (‘l')

5The independent variable z is treated as a continuous variable in Eq. 2 and in the POLYSTAR. procedure.
However, [IUE LBL(ELBL) data actually consists of 55(110) points along the spatial axis. We use the discrete
variable k to represent lme numbers in those cases where it is important to make the distinction, such as
the summation in Eq. 12.
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where p; is the location of the peak of the jth component, i.e., its “center”,
o; is the width of the jth component,

Mqlﬂ!hmuamqitudm,«w peak value of the jth component, and
3; is the dimensionless skew parameter of the jth component.

Although the skewness was detected only in the SWP camera, use of the present form of
‘Wm[ﬂﬂﬂ%ﬂAH procedure on long wavelength spectra is easily accomplished by setting
fB; = 0 for each j (see §3.2.2).

3.2.1 Wavelength Dependence of the Parameters

Ekm%ummeuffh@fbur1mnﬁmmﬂmw'? wavelength dependent. This is not surprising in the case
of the ¥ parameter since it is a direct M‘flwtmam of the actual spectrum. The wavelength
dependence of the other three parameters is purely instrumental in origin, however, and
each

s Turther discussion.

@

As the least-squares fitting portion of the POLYSTAR procedure evolved to its
[Mﬂwmm mmnwmmmscmtum;wwwmaﬂ%th.NMW(mmnmhm@r&mhmﬂlhe4ﬂ7p&wmwiwﬁ
(see §3.2.2). The first option installed was a constraint on the locations of the peak centers.
In the absence of information to the contrary, we made the reasonable assumption that once
a good fit to the LBL profile in a particular bin was found, the fits in all the other bins
should require the same set of component centers, p = {u;}. Modifications were therefore
made to the existing code, but the fits did not seem to improve much, if at all, and in
many cases the derived stellar spectr «lemhﬂm'mlEuunsnhmwnnummmmm which we have since
come to recognize as sure signs of errors in the assigned weight factors. Only later did we
dumwmrmmtlwmw&wmﬂwd«L(lmmﬂmwwhmmmxkumﬂmwonfﬂm peak centers (i.e.,
1mmWMm”Hntmhwdm%nanHmewWJMUmMWM'LM:wunwmﬂmummem
as well as that of the related problem of spectral reseau motion, seems to depend on the
spacecraft «mmqmthmm*mmdikw-nmmmwaﬁwln»ulphwwﬂq Thompson 1985},

The nature of the curvature problem is amply demonstrated in Fig. 4, which shows
the variation with wavelength of the derived centers {(in units of line number) for three
components in SWP 9595 (NGC 5904). POLYSTAR fits were performed on each of the
25 A wide bins, allowing the centers of all three components to be determined as free
parameters, No«eihatthermmﬂnﬁgnﬁ%xuﬂ‘devmﬁmnm;hnmnfhelmwmm‘wﬂues(“bmwn'bythv
dotted lines) seem to occur at the same spectral locations for each component. qdm
quite typical behavior and is usually associated with either reseau or cosmic ray “hits” JLm
outside the effective aperture, which apparently cause the readout beam to “bend” toward
them. Notice that the separation between components, Ap == pjp —p; (4= 1, N ~1), does
not appear to be wavelength dependent.® The best cure for the curvature problem, as it
applies to the POLYSTAR procedure, is to fix the relative offsets of up to N ~1 components,
but not to restrict the absolute location of the peak of the fiducial component in any way.
llm-<winuque1)fummm;hx@d<uﬂuﬂs]mmmwﬁ mmwvtmdlni&m'&pphrahnm of POLYSTAR to

the images of SN 1987A (Sonneborn, Altner, and Kirshner 1987).

a

o = o(A) Convinced of the importance of telescope focus in spatial resolution studies of
Ilﬂnh&ﬁﬁimp@mmumammmmma,"ﬂMB!W&N:mbk:hndMThw'mnimumwwvd1mmeuthu(ﬂWﬂmimmwm
length dependence of the PSF. Earlier studies, using spectra obtained with considerable
‘mﬂWWWMMMMHhmmSTthmmmmPLSMWwdmLMHMMmWNMSMqu.mh@m%umWLm

‘I

timally focused spectra acquired though both large and small apertures, CBB were able to

*Our component numbering convention proceeds left to right across the cross-dispersion profile, such that
Big1 = gy is ways positive. The notation SWP 9595 C1 thus refers to the j = 1 component extracted from
SWP 9598, i.e., the stax corresponding to the leftmost peak in the LBL file.
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; CURVATURE "HE DERIVED CENTRQIDS OF SWP 9585
34
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Figure 4: Wavelength dependence of the derived centers for each of the three components in
SWP 9595, a typical example of “curvature” in the LBL data. The dotted lines show the mean
position in each case. Significant errors in the final spectra result if a fixed position is used in all

bins.

significantly reduce the scatter and define a reliable (£2%) mean function for each camera.
We have adopted this mean curve as a “template” for use in the fitting procedure, after
resampling to the appropriate bin spacing (CBB used 150 A-wide bins ).

Not all IUE images are obtained under conditions of perfect focus, however, and it is
important to know how the PSF changes with changes in the STEP parameter. CBB studied
this problem also and determined that the variation of the ﬂ;‘anus:s:wm FWHM with focus is
best described as a linear function for 3.5 > STEP > 0, and a flat "p»’l:enteauut”‘ for STEP <0
But the slope of the linear portion of their curve, o = AFWHM/ASTEP, is itself wa,vel‘s-martth
dependent, having values of 0.33 and 0.23 at 1350 and 1850 A , respect] wv]lv 7 From this
information, and the arbitrary but reasonable assumption that a linear function describes
the wavelength dp]p<E'11u"'h='nu'@ of the slope, we have constructed a “correction algorithm” that
allows us to obtain the FWHM at any STEP value, in any wavelength bin. In other words,
we define a linear function such that

alA) =19 AN+ o (6)

where

Qg - 4[]!][

-2 % 1074 (7)

"The quoted slopes are the reverse of those presented in Table 2b of CBB; however, from their Fi ig. 2a it
is apparent that the slope of the 1350 A function is steeper than that at 1850 A. We have assumed that a
typesetting error was made in the table,
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and ay is the intercept at the beginning of the wavelength range (ag = 0.35 at 1250 &)

From this one obtains

FWHM(A) = a(A) - STEP + FWHMp(A) (8)

where FWHMg()) is the FWHM at optimurn focus at wavelength A.

In Fig. 5 we show the wavelength and focus dependence of the o parameter for the SWP
camera, obtained using Eq. 8 and the mean curve derived by CBB. We have converted from
FWHM (in pixels) to o (in LBL units) using the multiplicative factors listed in Table 1.
The steady widening of the PSF for A > 1 1350 A for all values of the STEP parameter
is ultimately attributable to the poorer focus of the camera readout beam, and is quite
noticeable upon examination of the stacked cross-dispersion profiles in Fig. 3. CBB found
the resolution of the SWP camera to be poorer than in either of the other two cameras at
almost all wavelengths. They also found little difference based on which aperture was used.

As an example of the validity of Eq. 8 we cite the case of LWP 1565, one of the eighteen
imnmmw;oith94hmdlomnmmd 0957 -+561 recently analyzed by Altner and Heap (1988). This
image is listed in the VILSPA observing log as having a focus STEP value of +1.5. The mean
projected separation between the A and B components was measured to be 5°.26 + 0.37,
using the unmodified CBB mmﬁbm‘Tm@mMmhumwwwdumhmmﬂMvwmmthepmdmmd
separation of 5 .87, based on the positions of the two components given by Walsh, Carswell,
and Weymann (1979), after ac NMWHNFfnrth?pmmﬂhdndmmhlﬂjtbPLMPWwMMHtMPP However,
after applying Eq. 8 to the CBB function, a mean mﬂp&mnmmmln»<).4h 4 0.36 was measured
from the POL EWTMH1ﬂMMm[mﬂhm1an.PWPl'mwmalmmmm¢HM@WMLhmwﬂhwn
for which the measured and the predicted separation did not agree {within the stated errors)
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Figure 5@ Wavelength and focus dependence of the PSF width parameter obtained using Eq. 8
for the SWP came

. LBL units are used for o and the error bars are from CBB, for the case of
optimum focus. Note the pronounced minimum near 1350 A.
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when the CBB function was used. Most significantly, it was also the only one to have been
observed at less than optimum focus,

Poor camera focus is not the only mechanism by which the PSF of a source is broad-
ened beyond that given by the CBB curve. Target drift in the aperture can occur during
long exposures, especially if the ecliptic latitude of the source is large and no star brighter
than 13th or 14th mumﬂnhmmexvn}uu4”(M'Hm3tanyﬂ;m.aWMLMMﬂ:&m“ﬂmaﬁﬂﬂS1(;wumh=um
(Sonneborn et al. 1987). In such cases the observer needs to periodically interrupt the
exposure and recenter the target in the aperture. We stress that long exposure times Jdo
not necessarily cause broadening. The IUE data archives contain many excellent exam-
]ﬂ@ﬁ(ﬂﬂmmg,mmeganouhmmhwmmmm;ufhmn1lmnntunurUﬁ.kn which the PSF is quite close
to the unbre | B curve. Ultimately, one must go back to the original observing
script in order to determine whether or not target 4_lmi.t, }pmbl@nm arose during any given
exposure, and, if so, what steps were taken to minimize them. An additional option in
P”WLY“ﬂin,¢wa&«mweu3dpudyalmuﬂhmMmd ive scale factor to the width parameter if this
is deemed necessary. This “correction” increases the width of the PSF but does not change
its wavelength dependence.

G

Asymmetry in the SWP cross-dispersion profiles was first pointed out by Sni-
. CBB compared the fits obtained with both the symmetric and the asymmetric
| @mmm hmww<mn1hw:ﬂfEW'mﬂecmml[UE“Emmmbsoumwzspwﬂﬂﬂwﬁmummhﬂ'M)IWMWMMEamLaﬁ-
curate analytical representation of the PSF. For the SWP case they used two spectra of
BD +28 4211 which were obtained at conditions of optimum focus, reprocessed to take
advantage of the superior spatial resolution of the ELBL format, and averaged in 50
wide bins. [nlﬂmhlnmﬂm1Hm*ﬂhummlpmmmmmmxmtvwn “decidedly a better representation for
the SWP profiles” and showed very similar wavelength dependence of the skew parameter,
confirming that @ “actually describes an optical property of the spectrograph”.

Several factors prompted us to attempt verification of the shape of the skewness function
as it was presented in CBB. First, they did not present the data in a table as they had for
the o parameter, and we were therefore forced to estimate the values from a small figure
(their Fig. 10). Moreover, having deduced this function from only two spectra, they were
lnmmwluqmeMM|mMMPUMHWMnmm.LmMWJ%ePU%NST&I[Mmm&m%kwmmmmhml
to such an analysis, so no additional software development was necessary. We measured
the skewness in fourteen images of bright IUE calibration stars, all obtained through the
large aperture and all at optimum focus, using Wb;ﬁ\wmk-humh The results of that mudy
are shown in Fig. 6. The solid line in that figure is our aﬂumﬂrﬁ‘rne&m skewness function,
anﬂ1ﬁm'wnTwlmmu.MMMnth-.u scatter about the mean. [b?nhﬂhwltu1veenmllhemhmhed
curve show the (interpolated) CBB function for the large and small aperture, respectively.
%Hhummmlmm9qwat " in our curve is larger than we would like, the three curves agree well
enough to convince us that we have, indeed, measured a repeatable phenomenon. We }hawm
ddummedtmurnummlﬁmmummn(L.Hmmhmatr@pﬂ%WMWWﬁnm«ﬂ“ﬂmmuﬂWl'ahwwnﬂmn1A»h@lJGd
situations where the complexity of the umuuﬂlpmﬂMEs‘muuhlpnmh&miluad@mwmmnhnunncm
a free parameter, as discussed in the next section

'

T )
o il o e

Constraining the Parameters

The “best” fit in the sense of the formal least-squares method is that combination of pa-
rameters which yields the minimum x?. Howev :MULﬁiimypm1um@hw which describe the
fitting function need not be free parameters. Given some a priori knowledge of possible
limits to the value of a parameter, one would naturally want the solution to include that
information, otherwise the fit would be meaningless, even though it might match the data
exactly. Therefore, in order to take advantage of our knowledge of the instrumental prop-
w%um.whwdl yertain to spatial resolution, or to incorporate spatial or spectral information
we might hmwe:ﬂh:utihn1ﬁup@1anMﬂ\weim talled additional options in the POLYSTAR
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code which allow control over t }m'vmhm'luldnyluwe(M'numvlmllhw¢1W parameters. For
example, we may wish to specify the value of a parameter in one or more bins explicitly,
or we may find it useful to fix the value of a parameter for one component relative to the
value for another component. We have discussed one example of the latter type in §3.2.1,
in connection with the problem of curvature in the component centers. A similar approach
was used to control the flux ratio, 12/1P;, in a few of the SN 1987A spectra (Sonneborn,
Altner, and Kirshner 1987).
1%Lv)MmdemammNhuﬁwienmwkt&mwﬂ%mmmwwmymﬂmﬂmm.“‘Manmnmlﬂw. which illustrates
mwmmaﬂmmpmmmmﬂhwanWnﬂﬂNPLMW21NWCbW )mHhowww@mﬂhb@mm];Mh
303LlnaMfmmﬁumwm,hm1m@mLudmaﬂwmmmmtUMuMma(ML& baseline removal), while
Ume solid curve represents the least-squares fit to that data. The dashed curves s show the
derived individual component profiles which, when added together, constitute the overall
fit. The filled squares denote the residuals (data - fit), which are zero at the position of
the horizontal line. Although the data is the same in all four cases, the conditions under

s

which the fit was obtained are quite different in each. In the first panel, Case a, the fit
was obtained with no constraints, i.e., all twelve parameters were determined within the
least-squares procedure. In Case b the skew parameter for each of the three components was
fixed at 0.25, the appropriate value for this particular bin from our mean curve. In Case ¢
we again let § be a free parameter but required that o = 1.10 lines, the unbroadened value
nthmmww%mbmuwymmhmm1hmmfwmmMMlWEBfmmMundmumwdlnfﬂﬂ. Lastly,
for the fit in Case d, we applied the constraints to both § and o simultaneously. Initial
“guesses” for 1 Jmnw.umﬂ i parameters were based on interactive measurement of the profile

0.4 "LENGTH DEPENDENCE OF SWP SKEW PARAMETER
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Figure 6: Wavelength dependence of the SWP skew parameter. The solid line is our determination
of the mean skewness, based on fourteen images of IUE calibration stars. The error bars show the
scatter about the mean for each of the 25 A-wide bins. The dotted and dashed curves are based on
the determination by CBB for large and srnall aperture images of BD +28 4211, respectively.
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Figure 7: Least-squares fits to SWP 15892 (NGC 5904) in the 1700-1750 A region. a) No con-
straints; b) @ fixed for all three components; ¢) o fixed for all three components; d) both # and ¢
fixed. Note that although the residuals (sclid squares) are slightly larger in Case d, the solution is
more realistic than the other three cases (see text and Table 2).
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COMPONENT o ERROR o ERROR P ERROR Jij ERROR

Clace a
L-ase 4

1 23.66 2.50 1.06 1.22 1.16E4 2.89F4 -0.32 1.43
2 2712 1.44 1.07 3.01 23954 1.95E5 0.08 3.12
3 29.71 6.35 1.84 6.39 3.77E4 5. 7614 -0.16 2.34

Case b

1 23.53 0.92 1.40 1.06 1.16E4 5.0013 0.25 -

2 28.26 0.78 1.51 0.75 4.97E4 7T.66E3 0.25 -

3 30.65 0.78 1.02 0.96 1.51E4 2.62FE4 0.25 -
Case ¢

1 23.66 1.02 1.10 - 1.16E4 4.94F3 -0.35 1.15

2 28.03 0.29 1.10 - 4.85E4 6.92K3 -0.22 0.36

3 30.21 0.40 1.10 - 3.72E4 T.71E3 0.25 0.40
Case d

i 23.61 .51 1.10 - 1.33E4  4.42E3 0.25 -

2 27.8) 0.19 1.10 - 4.86E4 5.86E3 0.25 -

3 30.18 0.29 1.10 - 3.18E4 5.90E3 0.25 -

eters are

Table 2: Three-component fits to SWP 15892 (NGC 5904): 1700-1750 A. |
indicated by ‘-’ in the error columns. As constraints are applied to one parameter, unce

ol param
ainties in

the other parameters are reduced.

and were the same in each case. ln all four cases the fits are “good”, in that the residuals are
very close to zero, but the spectra one would derive from the individual component profiles
would be significantly different (see §3.3). The actual values of the parameters determined
for each component in each case, and the attendant uncertainties, are shown in Table 2.

We note in Case @ and Case ¢ that two of the components show negative skew values

(i.e., the extended wing of the asymmetric function is leftward of the peak center), whereas
the asymmetry in the SWP profiles of single point-sources is always observed to be positive.

Furthermore, the errors associated with these values are unacceptably large. We conclude
that while skewness is definitely present in the SWP data and should not be ignored, it is
a mistake to treat it as a free parameter under these circumstances. Instead, we henceforth
assume that the mean curve shown in Fig. 6 is valid at all lines along the cross-dispersion
axis, and we require that all component profiles in a given bin have the same skewness.

Similar misgivings obtain with regard to treating the profile widths as free parameters,
even when the skewness is held fixed. In the absence of evidence that halation plays a role
(i.e., broader profiles with increasing flux level), one would expect the widths to be the
same for all three components, if they are true point sources. This is not found in Case b,
unless one allows for the rather large uncertainties associated with each measurement. Note
that the derived values are almost 50% larger than those predicted by CBB for the first
two profiles, which suggests that each of them might be further split into two components.
However, by fixing o, requiring it to be the same for each component, we obtain a perfectly
acceptable three-component fit to the data in this bin (Case d). Note also that the uncer-
tainties in the g and % parameters are substantially smaller in Case d than they were in
the first three fits.

We stress that the above example for SWP 15892 is typical in its general features. We
always constrain the width and skewness to the appropriate values, taking advantage of the
known properties of the instrument. Further controls are usually unnecessary, except in the
noisiest data, whereupon we might specify relative offsets for the peak centers, determined
from an earlier run. Naturally, it sometimes happens that, no matter how we force it, we
cannot achieve acceptable fits in a majority of the bins. When this occurs we are forced to

¢
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consider fitting to N/ = N + 1 components (however, see §4). One of the surest signs that
we have underestimated the actual number of peaks is the occurrence of anomalously large
residuals at the same spatial location in most of the bins, even after allowing for a slightly

broader PSF than that described by CBB.

3.3 Assigning the Relative Weights

Once the skewed gaussian profiles for each component are determined in a particular wave-
length bin they serve as “extraction slits” in the following sense. Each individual compo-
nent profile is described by a set of array elements g; (k = 1,2,...,55 for LBL files and
k=1,2,...,110 for ELBL files) which are essentially zero outside the specified limits of the

effective aperture and non-zero inside of these limits. We then define,

N
G, ‘:) ‘: Gk (Ql)
j =1
such that,
j:ik' = Gik /(;k ( l(].)

is the relative weight of the jth component at line k. The above normalization condition
implies that,

N

‘i""\ SO .

2. Jik=1 (11)

=1
which is a statement of a kind of “conservation of flux” principle, in the sense of the phrase
“robbing Peter to pay Paul”. This is an important consideration in helping to evaluate the
results of the component separation in particularly noisy bins or otherwise difficult cases,
since assigning too large a weight to one component results in a correspondingly low weight
for an adjacent component. In the final combined spectrum such pathologies are usually
aled by the occurrence of abrupt discontinuities at bin boundaries. We show examples
his “Peter-to-Paul” effect in §4.
We employ the weights defined

of t

in Eq. 10 as multiplicative constants in the summation

ted spectrum. In the standard IUESIPS extraction of
source from the LBL (ELBL) file the data arrays are simply summed over 9 (18)
From this “gross” spectrum an appropriate mean background array, scaled to the
proper slit width, is subtracted to obtain the net spectrum. In the case of aperture-filling,
multiple sources, however, we derive the spectrum for component j by summing over the
lirnits of the effective aperture, after multiplying by the derived relative weight:

k"y‘
= Y fie(di ~ b) (12)

where k; and k, are the left and right limits of the effective aperture, respectively, determined
prior to the fitting procedure, where dy is the gross spectrum at line k, and where b is the
mean smoothed background array, normalized to one line. For an unblended point source
this reduces to the IUESIPS standard extraction (if k; and k, are properly chosen), since the
weighting factor fix = 1 for all k. We use vector notation in the above to denote quantities
which are arrays along the dispersion direction. As the data in each bin is analyzed, the
net extracted spectrum for each component in that bin is inserted into a storage array
which holds the results of extractions in previous bins. After data in the last bin has been
processed and stored the complete spectrum can be retrieved for further analysis, along
with the appropriate epsilon array. Data pertaining to the fits in each bin are stored in a
separate file for later review, if necessary.
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3.4 Errors and Uncertainties

Throughout the discussion of the POLYSTAR. procedure in the preceding pages we have
alluded to various assumptions which were made in order to be able to separate the over-
lapping profiles in the LBL data. Here we shall summarize what we believe are the major
uncertainties of the procedure and how they ultimately affect the extracted spectra. Three
broad categories of uncertainty delineate (with some overlap) the major concerns, namely
i) the quality and reliability of the data, ii) the fitting procedure itself, and i) the validity
of assumptions incorporated into the procedure.

Factors affecting the reliability of the data, such as the effect of stray light from outside
the aperture and light loss due to partial occultation by the aperture edges, are difficult to
evaluate. Schiffer (1982) has estimated that a source contributes an amount proportional to
d“”ﬁ3wﬂmmmndﬁsthe(MSMMmmzofthesmmumeihmmlﬂmacemmmwmfﬂbaapmwhmm:OMW’E:d;aEVQD
Carpenter et al. (1987) have studied the effects of diffraction spikes due to the mirror support
structure. They concluded that significant extra flux is sometimes detected, depending upon
the orientation of the large aperture with respect to the contaminating source. These effects
are expected to be more important for extended sources than for point-like sources. The
opposite problem of partial occultation can result in significant underestimates of the flux®
(see Altner 1988b).

Particle hits both inside and outside the effective aperture region should be treated by
pre-filtering the data in the dispersion direction. This helps to avoid incorrect estimates of
the baseline level and component weight factors. The use of wide bins to compensate for
low signal-to-noise is an unavoidable source of uncertainty, but is not a severe problem in
the featureless continuum regions. Very broad bins inevitably result in some flux exchange
(the Peter-to-Paul effect) due to the curvature problem, but the amount depends on the
degree of separation between the components. Fortunately, this effect is easy to spot (if it
is severe) and one or more of the constraints discussed in §3.2.2 can usually be applied to
a troublesome bin to correct the problem.

The poorer spatial resolution of the LBL data, as compared to the ELBL data, is not
as big a factor as one might imagine, given the use of mean width and skewness functions
described earlier. ELBL profiles result in smaller errors in the derived spatial positions,
of course, but we were able to obtain consistent results in a few cases where ELBL data
became available after an LBL spectrum had been already been analyzed.

The second major source of uncertainty concerns the errors in the parameters reported
by the POLYSTAR routine. These errors are a measure of the “curvature of the x* hyper-
surface”, in the words of Bevington (1969), being the diagonal elements of the error matrix.
Bevington notes that the parabolic extrapolation used to approximate the curvature of the
xmlmmmmmurﬁmmﬂm:mmmem%mm:MmmhjwatOWHmamMmmhw;pmMmeummlhntbmwmwmch]mxmmdur&
The approximation is valid only if the starting points are close enough to the local minima
that higher order terms in the expansion become truly negligible. Qur experience con-
firms this point; we have noted occasions where the procedure did not converge within the
(self-imposed) limit of ten iterations, whereupon a change in the initial guesses resulted in
convergence. In practice, we always estimate the peak centers as closely as po e, using
a cursor on a graphics terminal. Also, as noted in the example of §3.2.2, constraining the
values of certain parameters always reduced the errors of the remaining free parameters,
and often solved the convergence problem as well. This amounts to a confinement of the

8Bruhweiler (private communication) estimates the fractional light loss to be

. 1o y
o =R 1 - erf oz
I :Zf%"( El"w”ZtrLk)))

where R is the distance of the source from slit edge i and o)) is the gaussian width of the PSF, both
measured in arcseconds.
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search algorithm to a restricted portion of the x? hypersurface.

Of course, the real issue of importance is how the quoted uncertainties affect the spectra.
Not surprisingly, the weaker spectra are the most uncertain, especially if the degree of
overlap with stronger sources is significant. Again the example in §3.2.2 can be considered
typical; we see from Case d of Table 2 that the uncertainty in the peak height of the
strongest component (C2) is only &~ 12% while it is closer to 30% for the much weaker C1
component. Likewise, the ratio of the errors in the positions of the peak centers is roughly
3:1:2 for C1, C2, and C3, respectively, hence the positions of the weak components are also
more uncertain than those of the brighter sourc

Lastly, let us consider several of the explicit assumptions in the procedure. For example,
as we have shown above, the skewness parameter is an important element in the analytical
description of the instrumental PSF, yet it cannot realistically be left as a free parameter
in the case of severely blended multiple profiles profiles. Unfortunately, unlike the width
parameter, the error bars for the mean @ function are rather large. Uncertainties in the
skewness have little effect for well separated peaks of equal amplitude, but as the degree of
overlap increases so does the importance of having an accurate description of the shape of the
PSF. Again, weak sources are most susceptible to large errors in the separated spectrum
if the adopted mean skewness function is not truly representative, even more so if they
happen to lie on the right hand side of a strong source in the SWP LBL image.

In §4 we discuss in some detail an approach to deciding the number of components
to be fit in each image. The criteria there are both statistical and physical, but they are
based on the belief that mechanisms which might broaden the profiles have been accounted
for. In §3.2.1 we identified two such sources of broadening, telescope focus and target drift
and we presented one example which suggests that the focus correction algorithm given
there is probably valid. But we also note that during a long exposure the STEP para r

Q
ik o

I

ol

mete
can change, so that the value obtained from the observing script (Goddard images) or
observations log book (VILSPA images) may be scrmewhat uncertain. Scaling the CBB
o function as a “remedy” for target drift is, admittedly, quite arbitrary. Fortunately, the
situations where these two mechanisms might cause confusion are relatively rare.

4 The Story of N

Let us now consider the problem of determining the “correct” number of components to
use in a POLYSTAR fit to a given image. The simplest and most obvious approach is to
use the minimum N that yields a “good” fit to the data, but since a better fit can always
be obtained by including another component, at least in the sense that the residuals always
become smaller, often the problem is one of knowing how good is good enough. Instrumental
effects may complicate any attempts to separate closely spaced components, and might even
mislead the analyst into believing that there are additional (weak) sources in the aperture.
Even after adjusting the PSF for focus problems, there may be some residual ambiguity as
o the best choice of N.

Because choosing a reasonable value of NV is such a fundamental step in the POLYSTAR
procedure, it is desirable to have at one’s disposal certain criteria which might help in
making the best choice. In this section we shall describe two “tests” of the hypothesis that
N components is a better solution than the one which uses N + 1 components. The first
sest is statistical in nature (the F test) which, when it works, allows one to accept or reject,
at a certain confidence level, the reality of the additional component based on the relative
improvement in the y* of the fit. In the second test we attempt to determine whether
the solutions with N and N + 1 components give physically reasonable results, i.e., do the
separated spectra resemble the spectra of real stars? This is the most important criterion,
of course, and the answer we obtain in this way supercedes all other indicators.

=
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Figure 8: Normal distributions of the residuals from fits to both the baseline data (left panel)
and data within the effective aperture (right panel). In both cases the residuals are from all thirty
25A-wide bins in SWP 1531 3. The baseline data were fit to a quadratic, while the cross-dispersion
profile data were fit using POLYSTAR, with N = 4. The normal distribution of the POLYSTAR,
residuals indicates that application of the F test may be appropriate in the present context.

4.1 The F Test

The residuals from fits to both the baseline data and the cross-dispersion profiles appear to
be normally distributed (see Fig. 8), so the F test described by Bevington (1969) may be
applicable to the problem mentioned above. The quantity F is usually defined as the ratio

of two independent determinations of a reduced x*, i.e.,
X
4 jat’ q e
.ﬁmwmlm$“ (13)
’\- w2

where x2; = x3/1n and x7; = x3/va, with vy and vy being the number of degrees of freedom
in “M%herdﬂﬂl4WTHN‘LQ<P“]$ﬂpﬁFlVﬂW :HﬁmawwaameﬁmmmﬁﬁnwlLntbw\duﬁwwmrm(ﬁ:mwo
independently determined x* statistics, which is also a x? statistic

ol 2
. V: : ) 2 . ) - .
Fl n = 2 (vl = Au2 \( Jl‘4-)
vy - g '

)

X2

If welet the POLYSTAR fit to NV components be the first case and the fit to N +1 component
h@lmm-mwwmulL&mm‘ﬂmml¢n0wﬁwa{1lme&mumm‘Hmardhthmzhmpmwwmmemtim1nuzﬁiﬁyl'hm
and should be small if the improvement is not significant.?

QWMEMDpImnﬂGMWHMMM\meM@hmomhmmmmMMWLMRfﬂhﬂwmgmmdmmw%ﬁmeuﬁwhmtﬂmﬂmmEWHMMW
should be. Hence the “x®” that we determine is really the sum of the squares of the residuals. An alternate
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Vo P=95% P=99% | vy P=95% P=09% | vy P=95% P=09% | 19 P=05%  P=99%
2 19.00 99.00 | 8 446 8.65 |14 3.74 6.51 120  3.49 5.85
3 955 3080 | 9 426 8.02 |15  3.68 1&3bx 21 347 5.78
4 694 18.00 | 10 410 7.56 [ 16  3.63 6.23 | 22 3.44 5.72
5 579 13.30 |11 3.98 721 117 3.59 1¢J1 23 3.42 5.66
6 514 1090 |12  3.89 6.93 {18  3.55 6.01 |24  3.40 5.61
T 4.74 9.55 (13 3.80 6.70 {19  3.52 593 |25 3.39 5.57
Table 3: Critical F' values for the case py = vy == 2.
In applying Eq. 14 we must remember that although the fit to the spatially resolved

data involves 4N terms, half of these are constrained, so that we really need to determine

Omeﬁ“m)pm,me%@lsfmlﬁwxh component. Lnixmmpdhmngihﬂ fits obtained using N and

N + 1 components, we are therefore interested in the critical F' values outJm'ﬂnwjml(&mJ

of 1y — vy = 2, which we list in Table 3 for various values of vy (for both 95% and 99%

probability; data are from Lentner 1972). Derived F values greater than the tabulated
values indicate that Ummaddnlﬂmmlmmmummuul is statistically valid.

A representative example should clarify the issue. Consider the image SWP 26891,
uM»mumnl&11h@(wmm@ of light of NGC 6205. In Figs. 9a—c we display fits to the 13251 WWH
A bin of this image for the three cases of N = 3, 4, and 5, respectively. ‘mhkuw-ﬁwmnilm
quality of Mme.htsmntthemeethree cases that NV == 3 is not a very good solution while N = 4
is better and N = 5 is (marginally) better yet. What does the Itpm tell us? Wﬂﬁlan
effective aperture extending from lines 42-70, inclusive, vw'h&vemw = 21 and w»p = 19 for
ﬂmmﬁwurammlﬁve<mmmpmm£mt1hmwremmm%bwﬂy.z%ppljng Eq. 14 h)ommh1mmlufth@ fits for
N =3, 4, and 5 we display the distribution of F34 and Fys | h)r SWP 26891 in Figs. 10 and
11. We see that the solution with N = 3 is rejected, with 29 of 30 Fy4 values exceeding
the 99% critical value. But the solution with N = 5 is also rejected, as only 7 of 28 bins
have Fys values above the 95% probability cutoff. The small negative values in a few bins
actually tell us that the fits were worse with N = 5.

Thus, the F test is fairly reliable in rejecting those solutions which we knew to be
wrong, or at least unlikely (i.e., the N = 3 solution for SWP 26891). Though not telling us
anything new, at least it demonstrates how to interpret the run of F values. We also see
that the F test can indeed help us to decide, with a fair degree of certainty, when to stop
adding components.

4.2 Are the Separated Spectra Believable?

When applied to LBL data with 55 lines, instead of ELBL files with 110 lines, the results of
Mwl’mmum@mmaudwummtiMewqummmmMmgQmeprnme%ﬁ‘ﬂmﬁrmm&ﬂ In
sich circumstances it is unwise to put too much faith in statistical tests, and one must look
for additional clues. One such clue is the appearance of the derived spectra, processed under
the assumptions of ¥ = 5 and N = 4, which we show in Figs. 12 and 13, respectively.

Besides failing to converge within ten iterations in two bins, the 5-component solution yields
spectra with obvious (hlmmnlnummm.(ﬂmm}%%wliu Paul effect; see §3 z}”(MILHMMHbMHMﬂl
1mdmmﬁmnu% mnhwrm ni&M(kﬂmmmﬂon1ddmmhmm9ﬂu<.‘AmMMnm% hetwmwnm’hom

bm;.mﬂm1mmka‘HMamunﬂNM'ula<Mﬁin1ﬂmzapﬁﬂ¢me(ﬁ‘?ﬁﬂ?i%ﬁ%ﬂ,'Ihn(ﬂwqmﬂ(MHeonmwm

&

weighting scheme might be to use the variance in the baseline fit to normalize the x? in each hin. In either
case the F value calculated in Eq. 14 is not affected, since there we are interested in the ratio of two x?
distributions.
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between the statistical and physical criteria allows some confidence that we have chosen the
proper number of components in this image.
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Figure 9: Fits to SWP 26891 (NGC 6205) in the range 1325-1350 A for a) N
and ¢) N = 5. The improvement in using N = 4 relative to N = 3 is quite ¢ ill.d,nzla.t..u: "Z)1Ll1u sini Lau-

improvernent in using N = 5 over NV = 4 is not seen. This conclusion is amply supported by the
results of the F' test (see text).
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Figure 10: Results of the F test for N = 3 versus N = 4 in all thirty 25A-wide bins in SWP 26891.
The dotted lines at " = 3.47 and the dashed lines at F' = 5.78 represent the critical values for 95%

and 99%, respectively.
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Figure 11: Results of the F test for N = 4 versus N = 5 in 28 of the 30 bins in SWP 26801
(POLYSTAR, did not converge in two bins for N == 5). The dotted lines at F' = 3.52 and the dashed
lines at F' = 5.93 represent the critical values for 95% and 99%, respectively.
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SWP 26891: SPECTRA FROM FITS WITH N=35
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Figure 12: Spectra derived from POLYSTAR fits to SWP 26891 for 5 components. Note the sharp
discontinuities and overall non-stellar appearance of the spectra. Such anomalies are a sure sign
that we have tried to fit too many compenents to the cross-dispersion profile.
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Figure 13: Spectra derived from POLYSTAR fits to SWP 26891 for 4 components. Though still
somewhat noisy, the spectra displayed here are much more likely to represent those of real stars than
those in Fig. 12.

66




